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Abstract—The increasing connectivity and data exchange be-
tween vehicles and the cloud have led to growing privacy
concerns. To keep on gaining product insights through data col-
lection while guaranteeing privacy protection, an anonymization-
by-design approach should be used. A rising number of
anonymization methods, not limited to the automotive domain,
can be found in the literature and practice. The developers need
support to select the suitable anonymization technique. To this
end, we make the following two contributions: 1) We apply our
knowledge from the automotive domain to outline the usage of
qualitative metrics for anonymization techniques assessment;
2) We introduce HySAAD, a hybrid selection approach for
anonymization by design that leverages this groundwork by
recommending appropriate anonymization techniques for each
mobile data analytics use case based on both, qualitative (i.e.,
“soft”) metrics and quantitative (i.e., “hard”) metrics. Using a
real-world use case from the automotive, we demonstrate the
applicability and effectiveness of HySAAD.

Index Terms—Anonymization, Connected Vehicles, Privacy
Protection, Metrics

1. Introduction

In a world where data has become extremely valuable, we
are in a situation where collecting data has become extremely
important and the need to protect user’s privacy has grown
with direct proportionality.

Amongst the many possible ways of protecting privacy,
there is anonymization, and in this work, we focus on
anonymization by design as depicted in Figure 1.

A difficult step of anonymization by design is selecting
the right anonymization approach. There is a multitude of
very different possibilities to choose from. However, a pattern
can be noticed, and approaches of different natures can at
least be grouped under different clusters, e.g., grouping based
or differential privacy.

This large variety of anonymization approaches can make
it quite difficult to properly assess the different options,
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complicating the matter of having a well-justified selection
during the anonymization by design process.

The lack of a technical definition of anonymization
does not allow us to measure which level of anonymity
has been reached. That is even more difficult to do across
all techniques present in the different sets of anonymization
approaches. Therefore, this is not an evaluation option during
the anonymization by design cycle.

In this paper, we introduce HySAAD (Hybrid Selection
Approach for Anonymization by Design), an approach for
selecting anonymization techniques using soft and hard
metrics in a top-down flow.

We define “hard” metrics as quantitative metrics defined
to measure an aspect of an anonymization approach or simply
as one that can be found used in the literature for a specific
technique. It is a specific measurable aspect that cannot be
shared with anonymization approaches of a different nature.

Furthermore, we introduce “soft” metrics to overcome
the problem of not having a quantitative metric that can be
applied across all the approaches that we want to evaluate
as possible solutions for our data collection use case un-
der development. We define soft metrics as evaluators for
qualitative aspects of the anonymization approaches.

As shown in Figure 1, HySAAD therefore represents
the first important step towards an automatic selection of
a suitable anonymization technique for any analysis task.
Given the requirements of a particular task as input, HySAAD
facilitates the assessment of anonymization techniques which
are hosted in a repository called anonymization toolbox.

The experience that allowed us to formulate our selection
approach as well as our soft metrics comes from the auto-
motive domain, working with experts on connected vehicles
and software-defined cars. The usage of our top-down hybrid
approach is however not limited to this field.

In Section 2, we outline the concept of anonymization
by design as we mean it in this work. In Section 3, we show
what can be found in the literature and the literature gaps
that serve as motivation. We then present in Section 4 the
hard and soft metrics. We explain the concept of soft metrics
and list our selection that came from the expertise acquired
in the automotive domain. Section 5 explains HySAAD and
shows an example of its application using an automotive
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Figure 1: HySAAD selection method placed in an
anonymization by design cycle

domain use case. Finally, Section 6 concludes this paper and
outlines future research.

2. Anonymization By Design

An effective way of protecting privacy is to do that by
design, e.g., following the privacy by design principles [1].
Privacy protection should be considered since the early
steps of a design process, not only in hindsight as a
Privacy Enhancing Technology (PET) [2]. The same goes for
anonymization. In this work, we talk about anonymization
by design. Anonymization by design can be structured as a
cycle. In Figure 1, we show the anonymization by design
cycle and where HySAAD fits. The cycle is iterative. It starts
from identifying the requirements and providing those to a
selection mechanism. This selection mechanism has access
to a toolbox of anonymization approaches and returns a
recommendation based on the requirements received. The
recommended anonymization approach is then validated. This
step takes into consideration if the approach is feasible,
if it reflects the original idea, or if the recommendations
received are still too imprecise. With the output of the
validation step, we loop back to the first step, refine the
requirements, and repeat the cycle. The mobile environment
and its many service-oriented applications need to protect
users’ privacy. Anonymization by design can help developers
provide stronger privacy protection.

3. Related Work

The presence of the topic of anonymization is substantial
in the literature. The pattern that emerges is that there are
clusters of anonymization approaches that use the same idea
to achieve a property that can be used to guarantee anonymity.
In this paper, we consider two sets of anonymization
approaches: Grouping-based approaches, and differentially
private approaches. The former set of approaches guarantees
anonymity through the creation of a group of data sources that
are indistinguishable from one another, e.g., 𝑘-anonymity [3].
The latter set comprehends approaches that aim at satisfying
Differential Privacy (DP) [4].

We searched in the literature for lists of anonymization
metrics and comparisons of different data anonymization
approaches. This was aimed at giving us an understanding
of the metrics used for anonymization evaluation.

In the literature, we found works that provide a survey of
privacy concepts and PETs for the cloud environment [5] and
for tabular and graph data [6]. We also encounter works that
present multiple anonymization approaches for 𝑘-anonymity
and measure their efficiency concerning resource usage and
effectiveness about data utility [7].

We found works trying to relate 𝑡-closeness and DP
either extending the former and generalizing the latter [8],
[9], or proving that 𝑡-closeness implies DP and DP implies
a stochastic version of 𝑡-closeness.

The use of qualitative metrics, in this work referred to
as soft metrics, is also present in the literature. Evaluating
qualitative features has been proven to be helpful to evaluate
environments for visual computing [10] or benchmarking
specialized hardware for deep learning algorithms [11], [12].

We found a literature gap that leaves uncovered the pos-
sibility of comparing anonymization approaches of different
natures, such as approaches of a differentially private nature
and all the others of the grouping-based cluster, or data
synthesis and compound approaches using encryption.

4. Anonymization Metrics

In a broad sense, a metric is a measure used to assess or
evaluate a particular characteristic, performance, or quality
of a system, process, product, or service [13]. Metrics can
even be used to motivate choices made during the design
process and show how an evaluation using said metrics
leads the designing group towards one direction instead of
the other. Every field has its own metrics to quantify and
analyse different aspects of performance or effectiveness.
The word metric is usually associated with a quantifiable
measurement, something that can quantitatively help us to
evaluate our characteristics under analysis. In this work, we
refer to quantitative metrics as “Hard Metrics”. In Section 4.1,
we show a set of hard metrics for anonymization that practical
experience has shown to be the most relevant. However,
excluding the element of “quantifiable measurability” from
the description of metrics, we were able to expand our
horizon and look at qualitative metrics too, which we decided
to name “Soft metrics” in the context of HySAAD and this
work. In Section 4.2 we describe to the reader the soft metrics
that were selected for HySAAD.

4.1. Hard Metrics, Quantitative Analysis

With the aid of the PRISMA method [14], we collected
several anonymization approaches. As already explained in
Section 3, the metrics found in the literature are specific
for a certain kind of anonymization approach and rarely can
work across different anonymization approaches sets like DP
and grouping-based. Table 1 gives an overview of the eleven
metrics presented in this section and their characteristics. The



characteristics highlighted in the table are further explained
in the following paragraphs.

The “Type” of a metric has one of four values. Syntactic
metrics measure the structural properties of the anonymized
dataset. These metrics do not consider the attribute values,
they evaluate syntactic properties, not semantic ones, e.g.,
the sizes of Equivalence Classes (ECs). Metrics of this
type can usually be calculated with low computational
costs. Distance-based metrics measure a notion of distance
between records or cell values. Distribution-based metrics are
semantic measures, they consider the values and distributions
of these values in the table. Adversarial metrics consider the
resilience to an adversarial attack.

The property “Measure” indicates what aspect of the
anonymized data is considered by the metric. Metrics that
evaluate the performance of any given anonymization ap-
proach in the literature mainly examine data utility (U)
and privacy (P). Data utility relates to the ability to learn
aggregate statistics about large groups of individuals. Privacy
relates to the ability to extract information about specific
individuals in the data [24], [25].

The “Granularity” indicates the level of detail with which
the individual entries are considered in the table. Metrics that
operate on a cell level consider the individual attribute values,
while record-based metrics operate on a tuple-by-tuple basis.

“Relative” indicates whether the metric returns a score
relative to a baseline dataset. Metrics that measure utility can
incorporate the utility of the raw data in their calculation to
capture information loss due to anonymization. Metrics that
measure privacy can incorporate the privacy of the trivially
anonymized dataset, where all quasi-identifier values are

Table 1: Overview of the selected metrics and their
characteristics.

Type Measure Granularity Relative
Suppression
Ratio [15] Syntactic P + U Record Y

Minimum
𝑘 [16] Syntactic P + U Record N

Minimum
𝑙 [17] Syntactic P Cell N

Average
Equivalence
Class
Size [17]

Syntactic P + U Record N

Discernibility
Penalty [3] Syntactic P + U Record N

In-Data
Precision
Loss [18]

Distance P + U Cell N

Cross-Data
Precision
Loss [19],
[20]

Distance P + U Cell Y

Earth Mover’s
Distance [21] Distribution P Cell Y

𝑔-balance [22] Distribution P Record N
ℎ-
affiliation [22] Distribution P Record N

Adversarial
Knowledge
Gain [23]

Adversarial P Cell Y

removed [24]. Relative metrics can convey more information.
For example, if the utility of the raw data is low, it will
consequently also be low in the anonymized data. A relative
metric takes into consideration the data utility of the original
data set and highlights the loss caused by the applied
anonymization approach.

In Table 2, we can see on which anonymization ap-
proaches we can apply the selected hard metrics. We list the
applicability for four different approaches: 1) 𝑘-anonymity
through generalisation, 2) 𝑘-anonymity through microaggre-
gation, 3) data synthesis, and 4) differential privacy.

To indicate the full applicability of the metric with the
anonymization approach, we use a “yes”. If the metric does
not work with the anonymization approach we use a “no”.
To highlight where the metric can be applied to the method
but loses expressiveness, we use a “∼”.

Some interesting things can be easily extrapolated from
Table 2. The first one is that all the selected metrics can be
used when Data Synthesis is the anonymization approach
of choice, however all but Cross-Data Precision Loss lose
expressiveness when applied to it, making it difficult to
claim that it could be used to properly evaluate 𝑘-anonymity
and Data Synthesis for example. Then we, also notice that
none of the selected metrics can be used when DP is the
anonymization approach of choice. This was already expected
since in Section 3, we already exposed the lack of generally
applicable metrics as a literature gap.

Table 2: Applicability of metrics on methods.

𝑘-
anonymity

through
General-
ization

𝑘-
anonymity

through
Microag-
gregation

Data
Synthesis

Differential
Privacy

Suppression
Ratio [15] yes yes ∼ no

Minimum
𝑘 [16] yes yes ∼ no

Minimum
𝑙 [17] yes yes ∼ no

Average
Equivalence
Class
Size [17]

yes yes ∼ no

Discernibility
Penalty [3] yes yes ∼ no

In-Data
Precision
Loss [18]

yes ∼ ∼ no

Cross-Data
Precision
Loss [19],
[20]

yes yes yes no

Earth Mover’s
Distance [21] yes yes ∼ no

𝑔-balance [22] yes yes ∼ no
ℎ-
affiliation [22] yes yes ∼ no

Adversarial
Knowledge
Gain [23]

yes yes ∼ no

Note: “yes”: applicable; “no”: not applicable; “∼”: partial applicability.



As a hard metric for DP, we could use its definition. The
definition of DP [4] can be used as a metric on its own not
only as a goal to be achieved by an algorithm. The privacy
parameter 𝜖 is also referred to as the privacy budget in the
literature [26].

Therefore, we can see that on top of having metrics that
were explicitly thought for measuring aspects of specific
anonymization approaches, we also have their parameters
that can give us a direct indication of how much the approach
will affect the data. Same as for the approach-specific metrics,
these parameters will not allow us to compare approaches of
different natures, but it will allow us to understand how much
protection (or distortion) a specific approach will provide.

If we think about DP, the parameter 𝜖 directly gives us an
idea of how much the data will be distorted and how difficult
it will be for private information to be disclosed. The lower
the privacy budget, the higher the privacy protection as well
as added distortion and information loss.

We can consider the 𝑘 in 𝑘-anonymity, which in the same
way tells us how much the data has been modified and how
difficult it will be to identify the source of a data entry.

Both parameters 𝑘 and 𝜖 have this inherent measurability
and quantifiability that can be used as a measure for compar-
isons between methods of the same family but with different
parameter settings or slightly different approaches, hence,
they can be used as hard metrics.

4.2. Soft Metrics, Qualitative Analysis

One of our suggestions with HySAAD is to remove the
aspect of “quantifiable measure” from the definition of metric.

In this work, soft metrics are qualitative aspects that
can be used as metrics. Those by nature are general and
applicable to any kind of anonymization approach coming
from any class of anonymization.

When it comes to privacy protection, there is a generally
undervalued characteristic which is the gut feeling perception.
As users, we can all recognize how intuition leads us to be
more careful about our privacy in one situation and not in
the other. The general understanding of the privacy-violation-
potential helps people be more careful.

Let us think about how we choose our passwords and
how we protect our profiles on different apps, websites,
and portals: when it comes to home banking most people
would be more careful compared to when they set up a
profile for an online poker website. The overhead that privacy
protection might cause also pushes harder the risk of users
caring about their privacy only when the effort seems to
be worth it [27]. The same intuition or gut feeling helps in
the evaluation of privacy-protecting techniques or privacy
enhancing techniques (PETs), too.

Anonymization already generally “feels” more privacy-
protecting; as opposed to some PETs that require the user to
trust that, for example, the server where their data are saved
are monitored and protected. With anonymization, once the
data has been guaranteed to be anonymous, the user can
stop worrying about people finding something about them.
Now, that guarantee of anonymity is the problem. Stripping

the data of personally identifiable information (PII) is not
enough, not only from a technical point of view but also to
convince the user of their anonymity.

Let us imagine the typical anonymization technique that
is used for video interviews. The first step would be blurring
the face of the interviewee. However, this might not feel like
it is enough: the voice could still be recognized by people that
already heard the interviewee speak. Hence, the voice can be
altered to enhance the feeling of effective anonymity. If the
topic of the interview is particularly sensitive, the subject
in the video might also argue that the surrounding might
give away their identity; therefore, a dark studio with no
identifying features would be preferable. Also, clothing and
inserts that will alter the identifiability of physical features
might be employed. Not it becomes even more difficult to
infer the presence of identifying body features or the body
type of the subject, e.g., tall or short, full-figured or lean.

This example helps us understand how certain approaches
can be deemed as “enough” in certain cases and “too weak”
in others, and how this can only be qualitatively evaluated.

To effectively consider different anonymization ap-
proaches, we also need to consider in which situation they are
applied, which fields, and which kind of feeling of protection
they provide. The feeling of protection can sometimes be
helped by the clear understandability of an approach, e.g., it
is effective and clear to understand, or it could be helped by
pure semantics and nomenclature, e.g., they simply sound
effective and secure.

4.2.1. Selected Soft Metrics. After interviews with experts
and with the experience gained in the automotive domain,
we have derived the following soft metrics:
SM1: Raw Data Permanence
SM2: Required Amount of Data Preprocessing
SM3: Data Use Case Rigidity
SM4: Intuitiveness of Privacy Effects
SM5: Required Amount of Domain Knowledge
SM6: Unsuitability for on-line Data Collection
SM7: Ease of Application
SM8: Complexity of Implementation

In the following, we give a more extensive explanation
of what the aforementioned soft metrics mean.

SM1-Raw Data Permanence. Some techniques for privacy
protection require permanent access to the raw personalized
data, which then needs to be stored securely in a databank
which can guarantee those security standards. For example,
techniques for Privacy Preserving Data Analysis tend to
require permanent access to the raw data.

SM2-Required Amount of Data Preprocessing. If an
anonymization approach has strict requirements regarding
the structure of data it expects, preprocessing the raw data
may be a substantial task. The transformation of the raw data
may introduce human error or result in information loss.

SM3-Data Use Case Rigidity. Approaches for Privacy
Preserving Data Publishing (PPDP) release an anonymized
dataset to allow a wide range of data use cases. On the
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Figure 2: Five-point scale for soft metrics

other hand, techniques for Privacy Preserving Data Analy-
sis (PPDA) target very specific data use cases. This makes
the usability of their outputs narrow but allows tailoring
the mechanism exactly to a given use case. The selection
of a fitting anonymization approach may be influenced by
assessing whether the data will have broad or specific uses.

SM4-Intuitiveness of Privacy Effect. Effective communica-
tion regarding the privacy measures taken to protect customer
data greatly benefits companies. Customers who understand
how their private data is managed build trust in the company.
On the other hand, effective communication allows fast
resolution of any inquiries coming from legal institutions.
This metric captures how intuitive the privacy mechanism is
to a non-specialist. For later purposes, we attribute this soft
metric the following name: 𝐼.𝑃.𝐸.

SM5-Required Amount of Domain Knowledge. This soft
metric assesses the difficulty level involved in implementing
one of the anonymization approaches by someone unfamiliar
with the data domain. A low requirement indicates that a data
engineer can apply an anonymization approach to different
types of data without the need to invest time to understand
the semantics and structure of the data.

SM6-Unsuitability for on-line Data Collection. Often, new
data arrive continuously, and anonymization approaches
should be able to handle the steady stream of new data. This
metric assesses the ability of an anonymization approach to
anonymize new data efficiently and effectively.

SM7-Complexity of Implementation. Some anonymization
approaches can be extremely challenging to implement, also
when the idea is relatively intuitive, the actual implemen-
tation and required computational power can increase the
complexity of the data collection.

The soft metrics listed above are broad enough to apply
across various anonymization methodologies, irrespective
of their specific categorization. Their qualitative assessment
does not deal with the technical details of each approach,
instead, it looks at factors that cover how effective and
applicable the anonymization process is. To give a qualitative
rating for the aspects evaluated by the soft metrics, we can
use the five-point scale system shown in Figure 2. The
experience in the automotive domain and exchanges with
experts led us to settle for five points instead of more or
fewer. Being a qualitative rating given with feeling and not
with a measure, a five-point scale seems to be the best option,
not too finely grained but still allows the developer to express
its judgement, in the same way that it is done for Quality
Function Deployment (QFD) analysis [28].

Soft metrics can be redefined and extended. Depending
on the field of application, specific needs, or simply the
further experience acquired. They can be tailored to the

specific field of application, but they are a good starting
point for any other situation.

It is interesting to notice how almost all seven soft metrics
have a “negative” element connected to them, or to be more
precise, using the five-point scale, a 5 would generally be bad
or more complicated while a 1 would generally indicate a
better or easier anonymization approach. That is however not
true for “Intuitiveness of Privacy Effects”. This is the only
soft metric that moves the other way. We decided, anyway,
not to change it in order to have a more meaningful name.
We can simply use the complement (𝐼.𝑃.𝐸.)′ of the soft
metric, which becomes:

(𝐼.𝑃.𝐸.)′ = 6− 𝐼.𝑃.𝐸.

5. HySAAD: Hybrid Selection Approach for
Anonymization by Design Cycles

The soft metrics described in Section 4.2 can be applied
to all anonymization approaches regardless of how they
can be clustered. Their general and non-quantitative nature
allows the developers to make a first choice between the
different classes of anonymization approaches, i.e., differen-
tial privacy, grouping based, etc. Once this first choice has
been made, the details of the approach and its settings can
be evaluated using metrics that work well for the selected
class of anonymization approaches. Soft metrics are not
limited to the ones listed in Section 4.2, new ones can be
formulated with more experience and with domain-specific
interests in mind. Their use would remain the same: giving
a first skimming opportunity amongst the many possible
anonymization approaches and then helping to explain the
design choices taken during development. Soft metrics are
more understandable and convey more information to people
that are not familiar with the field, or to end customers.

5.1. HySAAD Overview

We can see in Figure 3 how the HySAAD is structured. To
understand how HySAAD fits in the anonymization by design
cycle we take a look at Figure 1. Our selection approach
takes the requirements, has access to an anonymization
toolbox, and through the iterative use of soft and hard
metrics, it returns anonymization approach suggestions. The
reader should keep in mind that, especially during the
first iterations of the anonymization by design cycle, the
suggestion will not be unique. With the anonymization
approaches given by HySAAD, the requirements are refined
and a new iteration of the anonymization by design cycle
starts. The metrics, in particular the soft ones, give the
developer some sort of an explanation and “weight” of
why those approaches were selected as possible solutions.
HySAAD is a selection approach that, as the name says, is
hybrid and uses iteratively soft and hard metrics, but on top
of its iterative nature, it also takes into account that it will be
used in an iterative environment, namely the anonymization
by design cycle. When no solution is strongly better than
another HySAAD can easily suggest multiple solutions, with
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Figure 3: HySAAD selection method structure. The first, second, and third iterations of the example in Section 5.2.3 are
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its reasons attached, i.e., the soft metrics, and the designer can
use those to refine the requirements. Once the requirements
become more precise and they steer the design process to
a specific direction then out of the HySAAD the developer
can extrapolate a specific suggestion, with the hard metrics
helping to define the value of the parameters.

This process can be aided by the QFD method [28], [29].
The QFD method can help the designer during the evaluation
process in the HySAAD loop and in the anonymization by
design cycle too.

5.2. HySAAD Evaluation on Industry Use Case

For the purpose of evaluation, we apply the HySAAD
selection approach to an example use case coming from
the automotive domain. We can there then explain how we
would apply our soft metrics in this case. First, we draft an
example anonymization toolbox and an example use case.

5.2.1. Toolbox. Let us consider as available for this example
the methods shown in Table 3 and let that be our toolbox

Table 3: Toolbox

Cluster Approach Specific
Implementation

Grouping-Based
Anonymity 𝑘-Anonymity [30] Generalisation [31]

Suppression [15]
𝑙-Diversity [32] As proposed in [17]

Differential
Privacy [33] Noise Injection Differentially

Private Queries [34]
Randomized

Response
Mechanism [35]

Data Systhesis [36]
New dataset with
same distribution

as the original
GANs [37]

Sampling [38]

for our anonymization by design cycle, hence, the toolbox
that HySAAD will have access to in this example.

5.2.2. Use Case. To investigate the Human Computer
Interaction (HCI) issues, an HCI expert is interested in
collecting the data on how many times the touchscreen is
used during a given drive. This would provide important
information of how much the system gets used and how
useful it is deemed by drivers. We collect data to know how
the product works and is used across the whole fleet, and
we do not need user identifiability [39]. This tells us that
anonymization is a possible privacy protection approach. We
use an anonymization by design approach and we follow the
scheme shown in Figure 1.

5.2.3. Using HySAAD. Knowing our goal, i.e., the use case
above explained and anonymization as privacy protection,
HySAAD first uses soft metrics to decide amongst the
different classes of anonymization methods and then it
passes to hard metrics in later iterations. All the soft metrics
presented in Section 4.2 are considered. However, in this
case, we decide to give particular importance to 1) Raw Data
Permanence with a low score to prevent the permanence of
non-anonymized data in the cloud. 2) (𝐼.𝑃.𝐸.)′ with a low
score so that a simple explanation can be understandable by
management and users. 3) Complexity of Implementation
with a low score to ensure the design of a use case that can
be quickly implemented and tested.
First Iteration. Let us start with evaluating the anonymiza-
tion approaches available in the toolbox. In Table 4, we see
how we can use the soft metrics during the first iteration of
HySAAD for a first assessment of the anonymization methods
available in the toolbox. We first compare the different sets
of anonymization approaches present in our toolbox. For
each soft metric, we use the five-point scale from Figure 2
to give a qualitative rating.



Table 4: First iteration of HySAAD, soft metrics over the
families of anonymization approaches given in the toolbox

G
ro

up
in

g
B

as
ed

D
iff

er
en

tia
l

Pr
iv

ac
y

D
at

a
Sy

nt
he

si
s

Raw Data Permanence ⋆ 2 5 3
Required Amount of Data Preprocessing 2 1 3
Data Use Case Rigidity 3 4 2
(𝐼.𝑃.𝐸.)′ ⋆ 1 4 3
Required Amount of Domain Knowledge 3 2 2
Unsuitability for on-line Data Collection 3 1 4
Complexity of Implementation ⋆ 1 4 3

Average 2.14 3 2.86
Average of ⋆ metrics 1.33 4 3

The grouping-based cluster of anonymization approaches
has the lowest average score, which can already be an
indication that this type of anonymization approach will
be less problematic in this situation. We can also highlight
specific elements that seem more important, quite like
attributing different weights to the soft metrics. We therefore
opt for grouping-based anonymization approaches since this
set yields an overall lower score and also for the soft metrics
that we highlighted in this example the scores are lower.
Second Iteration. Now, we can do a second iteration and
consider the specific approaches that we have in the Grouping-
Based set. Also, during this second iteration, we use the soft
metrics. We can see the scores attributed during the second
iteration in Table 5.

At the end of this second iteration considering the average
score, and the single scores of the soft metrics, we decided
to give more importance to, we can see that 𝑘-anonymity
seems to be the best option.
Third Iteration. We switch now to hard metrics and our
choice is between 𝑘-anonymity through generalization and
𝑘-anonymity through microaggregation. Considering our data
set and the use case we have, and as an illustrative example,
we decided to set 𝑘 = 3. We pick the following as indicative

Table 5: Second iteration of HySAAD, soft metrics over
the grouping-based approaches

𝑘
-A

no
ny

m
ity

𝑙-
D

iv
er

si
ty

Raw Data Permanence ⋆ 2 2
Required Amount of Data Preprocessing 2 3
Data Use Case Rigidity 3 3
(𝐼.𝑃.𝐸.)′ ⋆ 1 2
Required Amount of Domain Knowledge 3 3
Unsuitability for on-line Data Collection 3 2
Complexity of Implementation ⋆ 1 2

Average 2.14 2.43
Average of ⋆ metrics 1.33 2

Table 6: Third iteration of HySAAD, hard metrics over
the specific implementations

𝑘-anonymity
through

Generalization

𝑘-anonymity
through Microag-

gregation
Suppression Ratio 2/10 3/10
Minimum 𝑘 3 3
Average Equivalence
Class Size 4 3

hard metrics: 1) Suppression Ratio 2) Minimum 𝑘 3) Average
Equivalence Class Size.

As we can see in Table 6, 𝑘-anonymity through general-
ization has a lower Suppression Ratio and a higher Average
Equivalence Class Size. This makes it the better candidate
for a possible first suggestion.
HySAAD Output. HySAAD would at this point output 𝑘-
anonymity through generalization with 𝑘 = 3 as a suggestion.
The anonymization by design cycle would take this sugges-
tion, validate it, and go back to the stage of refinement of
the requirements. The refined requirements are then given
as input to HySAAD and the process repeats.
Observations. HySAAD allows anonymization by design to
be effectively used in the automotive field when anonymized
data want to be collected and later managed. With its
combination of soft and hard metrics, it is of great support
to developers and allows the anonymization by design cycle
to be successfully used.

6. Conclusion & Outlook

In this work, we have seen how, even with the lack of
quantitative metrics, it is possible to compare anonymization
techniques of different natures using the soft metrics we
presented here in order to analyze qualitative features. Our
soft metrics also allowed us to conceive HySAAD, make it
possible to assess anonymization techniques, and select the
most appropriate one for a given task and thereby realize
the anonymization by design cycle. Mobile data collection,
in the automotive domain or in other fields, can improve its
reach and users’ privacy protection through anonymization
by design. HySAAD is the formalization of a central step of
the anonymization by design cycle.

In future work, we aim to automate our method to
increase its applicability in real-world scenarios. This also
entails the automated calculation of hard metrics for newly
added anonymization techniques. Moreover, we aim to apply
our privacy by design method to real-world application
scenarios.
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