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Abstract. Novel smart devices are equipped with various sensors to

capture context data. The Internet of Things (IoT) connects these devices

with each other in order to bring together data from various domains.

Due to the IoT, new application areas come up continuously. For instance,

the quality of life and living can be significantly improved by installing

connected and remote-controlled devices in Smart Homes. Or the treat-

ment of chronic diseases can be made more convenient for both, patients

and physicians, by using Smart Health technologies.
For this, however, a large amount of data has to be collected, shared, and

combined. This gathered data provides detailed insights into the user of

the devices. Therefore, privacy is a key issue for such IoT applications.

As current privacy systems for mobile devices focus on a single device

only, they cannot be applied to a distributed and highly interconnected

environment as the IoT. Therefore, we determine the special requirements

towards a permission models for the IoT. Based on this requirements

specification, we introduce ACCESSORS, a data-centric permission model

for the IoT and describe how to apply such a model to two promising

privacy systems for the IoT, namely the Privacy Management Platform
(PMP) and PATRON.

Keywords: Permission Model · Data-Centric · Derivation Transparent ·
Fine-Grained · Context-Sensitive · Internet of Things · PMP · PATRON.

1 Introduction

Today there is a trend to equip everyday objects, such as wristwatches, with a
variety of sensors. Due to new, low-cost and power-saving connection standards,
these devices can also be easily interconnected. Due to their versatility and easy
handling, these Things1 get into the focus of the general public [4]. As a result,
the so-called Internet of Things (IoT) is becoming increasingly popular [14]. This
opens up a wide range of possible application scenarios for the IoT, including
Smart Homes [9], Smart Health [50], and Smart Cars [62].

These versatile fields of application are facilitated by the two key characteris-
tics of the Things: On the one hand, the built-in sensors are able to capture any

1 We use the term “Thing” for any device equipped with sensors and Internet access.
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kind of context information, such as location data, surrounding sounds, or even
health data. As these Things are common everyday objects, they are no longer
perceived by the user as computers and are always carried along naturally [67].
This makes it possible to capture data about users on a permanent basis.

On the other hand, the Things are interconnected. As a result, they are able
to exchange autonomously the captured data with each other [31]. Thus, it is
sufficient if only a limited number of sensors are installed in each Thing in order
to gain comprehensive contextual knowledge about their users. This knowledge
can be used in IoT applications (or apps) to adapt their functionalities to their
users’ private lives. By this, IoT apps are able to predict the most likely user
demands in the prevailing situation and provide the currently most beneficial
services [36]. So, they contribute to improving the quality of life.

The IoT apps are also not constrained by the usually limited computing power
of the Things. By transmitting the data to the Cloud (or upstream components,
such as Fog Instances), IoT apps have access to virtually unlimited resources in
terms of computing power, memory, or storage. Studies show that, despite this
transmission, data processing can be realized in almost real-time [44].

However, these unlimited processing possibilities result in new threat sce-
narios [35]. Machine learning techniques can be applied to IoT apps in order
to detect connections between existing data sources and derive more knowledge
from the available data [29]. Users are extremely worried about the overwhelming
potential of these apps [11]. Individuals cannot only be monitored permanently
without their knowledge, but also additional information about them can be
generated from the collected data. Therefore, privacy has to be a key issue for
any IoT app [1].

While there are unambiguous regulations for the processing of personal
data from a legal point of view (e. g., the European General Data Protection
Regulation [64]), there is a lack of technical approaches for the implementation
of comprehensive privacy mechanisms for the IoT [26]. In this respect, it is
important that the entire IoT app is taken into account, i. e., effective privacy
mechanisms have to be applied to both, the Things as well as their back-ends [53].
Yet, even simple privacy management systems, i. e., systems that restrict access
to a certain data processing unit, overwhelm users already [20]. Moreover, users
don’t know which information can be derived from which data [41] and whether
this information poses a privacy threat [19]. For instance, a proximity sensor can
disclose the absolute location of a user also, when it gathers the distance to a
Thing with a stationary location [24].

For this very reason, we introduce a data-centric and thus comprehensible
privacy approach for the IoT, tackling both, Things as well as their back-ends.
To that end, we provide the following five contributions in our work:

(1) We deduce requirements towards a permission model for IoT apps from a
use case scenario.

(2) We analyze permission models which are applied in existing privacy systems
and provide a comprehensive overview of their features and their applicability
in the IoT domain.
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(3) We construct a data-centric permission model for the Internet of Things,
called ACCESSORS.

(4) We apply ACCESSORS to both, mobile devices (PMP [56, 57]) and dis-
tributed stream processing systems (PATRON [54, 55]), that is, the back-end
of IoT apps. However, we could use any of the many similar privacy systems
as a foundation for our model without a loss of argument.

(5) We evaluate our model and assess its utility.

This paper is the extended and revised version of the paper entitled “AC-
CESSORS: A Data-Centric Permission Model for the Internet of Things” [58]
presented at the 4th International Conference on Information Systems Security
and Privacy (ICISSP) 2018. This extended paper considers all layers of IoT apps,
whereas the original paper focuses at the Sensor and Smartphone Layer, only.

The remainder of this paper is as follows: Section 2 introduces a real-world use
case scenario to illustrate the challenges for a permission model for IoT apps. Then,
Sect. 3 postulates five key requirements for such a permission model. Section 4
discusses various existing permission models. Our model—ACCESSORS—is
introduced in Sect. 5. Section 6 describes how to apply ACCESSORS to a privacy
system. Finally, Sect. 7 assesses our approach before Sect. 8 concludes this work
and gives a short outlook on future work.

2 Use Case Scenario

The application of IoT technologies for non-invasive glucose level sensing and
diabetes management is described by Istepanian et al. [28]. Figure 1 shows
the architecture of such an application. Various sensors (e. g., a glucose meter)
initially record a wide range of health data (e. g., blood sugar level) at the Sensor
Layer. The measurement data of an individual patient is transmitted to his or her
Smartphone and consolidated at the Smartphone Layer [61]. However, patients
do not know exactly what data is being passed on, especially since such a device
is capable of collecting different types of data—e. g., some devices add location
data to any glucose measurement, as this information might be relevant for later
diagnostic analyses [33, 52, 59].

The Back-End Layer accumulates the data of several patients (e. g., grouped
by the attending physician) at a central server in order to enable comprehensive
analyses [8]. By combining the gathered data, further knowledge can be derived.
For instance, a combination of blood sugar values and location data enables to
draw inferences about the user’s eating behavior as a rising blood sugar level
shortly after walking past a candy shop indicates that the user has bought some
sweets [32]. The Presentation Layer provides tools to present the results to health
professionals. However, patients have neither insight into which data is collected
at the back-end nor which information can be derived from it via data mining.

Despite this insecurity concerning the processing of sensitive data, the number
of IoT health devices available is growing significantly. With each generation
more sensors and a larger range of features are introduced [65]. The accuracy of
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Fig. 1. Architecture of an IoT Health Application [60].

the sensors is also improving [34]. But not every IoT app requires this high level
of accuracy. This implies that from a privacy perspective, data quality should be
downgraded in order to conceal private information which is not required for the
app to run. While some of the data provided by such IoT devices is uncritical
from a privacy point of view or so vital that the data is required all the time,
other sensitive data is required only in case of an emergency. For instance, in case
of an insulin shock, health has priority over privacy and thus, any available data
should be sent to the physician to provide the best possible medical attendance.

Such a scenario requires a privacy system—or more precisely its permission
model—to meet several novel requirements in order to be effective [49]. For
instance, focusing on data-centric protection goals is becoming increasingly
important [2]. This is further amplified by the fact that IoT apps assemble
its data from various sources, some of them even unknown to the user [63].
Moreover, since new devices with all-new sensors are constantly being released,
the permission model must adapt to such an evolving environment [1].

3 Requirements Specification

As the scenario given in Sect. 2 shows, the IoT defines some novel requirements
towards a permission model, that are detailed in the following.
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[R1] Data-Centric Policy Rules. To be understandable and manageable
for the user, the permissions have to refer to types of data (e. g., blood sugar
level) instead of data providers (e. g., glucometer). Although it is evident that a
glucometer measures the blood sugar level, some devices are also able to capture
location data. If policy rules are solely based on data providers, a user might
allow a health app to use his or her glucometer without knowing that s/he also
gave access to non-medical data (e. g., location data) in the process. The same
type of data can even be provided by several devices (e. g., the blood sugar level
is provided by glucometers and Apple Watches). If a user wants to prohibit access
to this data, then a respective rule has to be applied to any possible provider.

[R2] Derivation Transparency. An IoT app has access to various types
of data via several sensors. However, by combining this data, new information
can be derived. Such coherences have to be representable by a permission model.
For instance, if A can be derived from B and C and a user prohibits access to A,
then an app must not be allowed to access B and C at the same time. This can
be archived by describing what information can be derived from which sources.
The user can then assign permissions at data level and the privacy system must
apply appropriate rules to the respective sources.

[R3] Extendable Permission Model. The IoT is constantly evolving as
new sensor technologies or communication standards emerge. A static permission
model, that is, a model with a fixed set of protected entities, quickly becomes
obsolete. Therefore, the model must be dynamically extendable. In particular, all
extensions must be backward compatible, i. e., the extension of the model must
not invalidate previous rules.

[R4] Fine-Grained Policy Rules. In order to give a user the opportunity to
manage his or her data confidentially, s/he needs full control over the distribution
and dissemination of information. This means that the permission model has to
support fine-grained policy rules in two respects: On the one hand, the protected
entities have to be fine-grained. For instance, Android provides a Bluetooth
permission which restricts access to any device connected via Bluetooth. Yet, this
permission does not address a specific type of data or sensor. As a consequence,
users have to permit apps to use a Bluetooth headphone and a Bluetooth medical
device at the same time via a single permission. On the other hand, a user has
to have several choices how to constrain a certain permission. Most permission
models follow a binary logic, only (grant or deny). However, a permission for
location data also could restrict the accuracy of the data.

[R5] Context-Sensitive Policy Rules. Since IoT apps are often context-
aware, i. e., an app reacts on the situation it is currently used, the policy rules
should be context-sensitive as well. For instance, a medical app should have
access to any kind of data in case of an emergency. Otherwise, more restrictive
policy rules should be applied. Dey defines context as “any information that can
be used to characterize the situation of an entity” [17].
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4 Related Work

Based on these requirements, we analyze permission models which are currently
used in the IoT context. In the following, we differentiate between privacy solutions
for the Back-End Layer (Sect. 4.1) and privacy solutions for the Smartphone
Layer (Sect. 4.2). The other two layers of an IoT app do not have to be considered
specifically, since no data processing is done here, i. e., privacy solutions for the
Smartphone and Back-End Layer also cover the privacy issues of these two layers.

4.1 Privacy Solutions for the Back-End Layer

Several methods have been developed to control the information flow in stream
processing [68] and event processing systems [25]. These systems can also be
applied to analyses performed at the Back-End Layer of an IoT app. Most access
control mechanisms currently existing for these systems such as DEFCON [37]
are attribute-based. That is, these systems ensure that certain attributes (in the
stream of events) are only visible to authorized processing operators. However,
this is overly restrictive since it implies that operators either always have access
to certain attributes or never. In other words, the underlying permission model
simply assigns to each attribute either the label “granted” or “denied”. Some
stream processing systems such as ACStream [10] provide context-based access
control. That is, they add to each attribute permission pair also information about
the context under which the respective privacy rule should be applied. In other
words, these triples allow a more fine-grained access control to information. Yet,
the access is still controlled at the level of attributes. A different approach towards
privacy for the Back-End Layer called PATRON is introduced in Sect. 6.2.

However, all these approaches are not designed for the end user, but for IT
specialists. Therefore it is also not possible to enforce individual privacy rules
for each user with these approaches, as it is the focus of this paper. Rather, it is
intended to provide a simple way to regulate access to vast amounts of data in
accordance with a general policy. Therefore, all of the applied simple permission
models are not suitable for our purposes.

4.2 Privacy Solutions for the Smartphone Layer

Due to the highly heterogeneous IoT landscape and the various operating systems
available for the Things, a lot of different privacy systems and thus permission
models are being used at the Smartphone Layer. Yet, there are several efforts
to establish Android as the key operating system for the IoT, e. g., Android
Things [22] or RTAndroid2 [30]. Although we focus on Android-based privacy
systems in our work, the findings can be applied to any mobile platform, as they
also use comparable permission-based privacy systems [7].

Android applies a quite simple permission model (see Fig. 2). Each Permission
regulates either the usage of a system functions (e. g., adding entries to the
2 A refined version of RTAndroid called emteria.OS is available at https://emteria.com.
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Fig. 2. The Permission Model Applied in Android [58].

calendar) or access to a sensor (e. g., the camera). An app has to request the
appropriate permissions before it is able to use such a resource. For normal
permissions a policy rule is created when an app is installed (i. e., they are
automatically granted), while dangerous permissions have to be granted at
runtime [18].

When new permission types are added or existing permissions are relabeled,
app developers have to add these permissions to their already released apps in
order to keep them operative [48]. Yet, several system functions and sensors can be
controlled by a single permission. This makes it very hard for users to comprehend
the permissions [20]. Moreover, there are so many different permissions right now
(even for noncritical operations such as the usage of the vibration function) [20]
which makes it even harder to grasp the permissions. As a consequence, Google
no longer informs about noncritical permissions. However, Google classifies even
access to the Internet or the usage of Bluetooth device as noncritical operations
(see Fig. 3). Yet, both can have a severe impact on the user’s privacy. Thus, such
a basic permission model is not applicable for the IoT.

Sekar et al. [47] introduce Selective Permissions. This means that every
Android permission requested by an app is stored in a Shadow Manifest that
can be changed at runtime. This allows a user to revoke certain permissions
similar to Android runtime permissions. However, Selective Permissions have two
advantages. On the one hand, a user can revoke any permission; on the other
hand, a missing permission does not lead to a security exception. Instead, a null
value is returned to the app. However, this approach does not change the Android
permission model and therefore does not meet any of the requirements defined in
Sect. 3.

CRêPE introduces a context-sensitive permission model [12]. Each access to
a data source, i. e., each permission request, can be linked to a spatio-temporal
context. This context defines a condition under which the permission is granted.
However, the rules are mapped to Android permissions and therefore CRêPE
has the same shortcomings as the Android permission model.

Apex introduces an XML-based policy language to restrict the use of Android
permissions [39]. For instance, the user can define how often a particular per-
mission can be used or in which chronological order permissions can be assigned.
Apart from such constraints, the permission model does not allow extensive con-
textual constraints or fine-grained permission settings. Furthermore, the model is
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neither data-centric nor derivable and it cannot be extended because it is based
on Android permissions.

In YAASE, a user defines which operations a particular application may
perform on a resource, that is, either a content provider or a service provider [43].
Data from these resources can be tagged„ for example, to distinguish between
public and private data provided by the same resource. The user defines whether
only resources with a certain tag are accessible for an app. S/he can also define
operations that must be performed before the data is forwarded to an app, such
as a filer operation to remove sensitive data. In this way YAASE is able to
define very fine-grained policy rules. However, these rules are not data-centric,
transparent or context-sensitive. In addition, the extensibility of the model is
limited to specified operations.

Sorbet addresses the unrestricted information flows between apps [21]. There-
fore, the underlying permission model allows to specify information-flow con-
straints to prevent privilege escalation, i. e., the transfer of permissions between
apps. This can also be used to introduce a kind of context-sensitivity in Sorbet.
Furthermore, the Sorbet is able to protect any kind of component (e. g., services
or content providers). So, its permission model is extendable. Moreover, it is pos-
sible to define constraints in the model to limit the usage of certain permissions,
e. g., by adding a lifespan to it. This also reduces the risk of privilege escalation.
Therefore, Sorbet has fine-grained, yet Boolean policy rules. Also, Sorbet neither
supports data-centric nor derivation transparent policy rules.

RetroSkeleton introduces an app rewriting system. So, it is able to replace
method calls with arbitrary code fragments [15, 16]. The replacement rules are
specified as Clojure command sequences. The user can draw on the full expression
power of Closure to define derivation transparent, fine-grained, and context-
sensitive policy rules—provided that s/he has the required skills. As the model is
generic and does not rely on preexisting permissions, it is extendable. Yet, as it
only replaces method calls, RetroSkeleton’s permission model is not data-centric.
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Constroid grants subjects (e. g., processes) the rights to process data items
(e. g., all business contacts) [45]. Constroid relies on the UCONABC model [40].
Each data item can be associated with attributes (e. g., contacts without a private
phone number) to restrict the access rights. As access rights are linked to data,
Constroid considers only create, read, update, and delete operations. Optional
conditions specify whether a rule is applicable under a certain context. Yet, the
model is not extendable and does not support derivation transparent policy rules.

SPoX is a specification language for security policies [23]. SPoX rules define
a state machine that accepts all command sequences that comply with the
security policy. Backes et al. [5] use this language in their data protection system
AppGuard. This enables the user to formulate fine-grained policy rules, e. g., by
limiting network access to a specific address. AppGuard’s permission model is
extensible, because each command can be restricted by policy rules. Thus, new
data sources are also supported by AppGuard out of the box. By linking several
rules, the user is able to model a kind of derivation transparency. The context
in which a particular command is executed can also be restricted [6]. However,
these restrictions only apply to the command sequence and not to the context of
the user. Furthermore, the data protection model is not data-centric.

Scoccia et al. [46] introduce flexible permissions for Android called AFP. In
AFP, permissions are assigned to features of an app. This means that an app
may only request a permission to perform a specific task. Furthermore, AFP
enables the assignment of fine-grained permissions, e. g., by granting access only
to selected contacts instead of the entire contact list. Since AFP defines its own
permissions, the model is extensible. Nevertheless, the policy rules are neither
data-centric nor derivation transparent.

DroidForce introduces data-centric policy rules [42]. OSL [27] is used to specify
the rules. This enables users to add temporal conditions as well as cardinality
constraints and time constraints to each permission. Therefore, both fine-grained
and context-sensitive rules are supported. The main feature of DroidForce is its
focus on data-centric permissions. This means that the permissions are mapped
to data domains (e. g., location data or contact data) and not to sensors or
system functions. However, relationships between protected data sources cannot
be modeled and the model used cannot be extended.

The Privacy Management Platform (PMP) [57] introduces the Privacy Policy
Model (PPM) [56] (see Fig. 4). The PPM is extendable and enables fine-grained
and context-sensitive policy rules. Therefore, it defines so-called Service Features.
These are self-contained fragments of an app which can be (de-)activated in
order to meet the users’ demands. That way, permissions can be directly granted
to specific Service Features. Each permission is restricted to a certain purpose
to reflect the privacy requirements as good as possible. Resources manage the
access to data sources or sinks. Related Resources can be pooled in a Resource
Group (e. g., GPS and WiFi positioning are part of a location Resource Group).
So-called Privacy Settings can be defined for each Resource (e. g., to reduce the
accuracy of location data for a certain Service Feature). The Resources can also
be used to define contextual constraints. These constraints specify a scope of
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application for each privacy rule. Due to these features, the PPM meets most of
the requirements towards a permission model for the IoT. However, the missing
support of data-centric policy rules overstrains users unjustifiably. The following
Smart Health example illustrates this issue:

If a user manages his or her electronic health data record on his or her
Smartphone, s/he can use a Smart Health app. However, s/he only wants this
app to gather certain health data, e. g., his or her fitness progress including heart
rate (pulse meter), activities (accelerometer and orientation sensor), and training
locations (GPS). Additionally, s/he wants to use the camera of the Smartphone
for a visual documentation of his or her training progress. S/he could use this
electronic health data record to get a special tariff rate from his or her insurance
company in which a healthy lifestyle is rewarded.

It is obvious that such a user does not want to share any additional data with
his or her insurance company which might indicate an illness (e. g., a high body
temperature), as this could lead to a higher insurance rate. The PPM enables
to prohibit the Smart Health app to access a Bluetooth medical thermometer
for the purpose of measuring the body temperature. The thermometer then is
represented as a Resource and the measuring is represented as a Service Feature.

However, if we assume that the Smartphone is equipped with a thermographic
camera, the user must be familiar with this feature. If s/he does not consider
this functionality of his or her device, such a camera can also display the body
temperature. To prevent this, s/he must define an additional privacy rule in
the PPM for the measuring Service Feature that prohibits access to the camera
Resource. For each data source, s/he must reflect what knowledge can be derived
from his data.

Although the PPM is able to secure sensitive data in IoT apps, with an
increasing number of different sensors, it is almost impossible for a user to keep
track of all the possible data leaks due to the Resource-centric Policy Rules of
the PPM. Nevertheless, the PPM is a sound foundation for ACCESSORS.
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5 The ACCESSORS Model

The study of the related work shows that there is currently no suitable permission
model for IoT apps. Exisiting models are too superficial and general-purposed.
However, the PPM is well suited for the Smartphone Layer of IoT applications
as long as a manageable number of sensors are involved. In an IoT scenario
with many different sensors, a different approach is required because humans
are used to think data-centric. This means that a user knows what data s/he
wants to conceal and s/he does not want to worry about which sensor or data
source could disclose this type of data. Current approaches, by contrast, require
a separate rule for each data source that contains this information. For this
purpose, a permission model must be able to map data producers to the type
of data they provide. In this way, the user can select the type of data to be
made available to an app (e. g., body temperature) and the model unfolds, which
data sources must be considered (e. g., medical thermometer and thermographic
camera). Our approach of a data-centric permission model for the Internet of
Things—ACCESSORS for short—achieves this by introducing six abstraction
levels.

Figure 5 shows the basic structure of an ACCESSORS permission. In the
following, we detail its seven key components (Rule Core, User Abstraction, Data
Abstraction, Data Sink Abstraction, Data Source Abstraction, Context Abstraction,
and Constraint Abstraction) and elaborate on how they contribute to meet the
five requirements, specified in Sect. 3.

Rule Core. Similar to the PPM, an ACCESSORS policy rule essentially has
three main parts: an access purpose, a permission to access a data processing
unit3, and a constraint. These triplets form the rule core. Optionally, each policy
rule can be associated with a context in which it is activated (see Paragraph
Context Abstraction).

User Abstraction. Each inquiring entity—i. e., an app, a Smart Thing, or even a
user—can specify one or more access purposes that require access to a protected
3 A data processing unit is either a data producer or a data consumer (see Paragraph

Data Abstraction).
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type of data. An access purpose is a code fragment within an app that performs a
single task. For example, such an access purpose in the use case scenario described
in Sect. 2 could be the graphical representation of all locations on a map where
the user measured his or her blood sugar level. In this way, the permissions are
not granted to an app in general, but they are valid for a specific access purpose,
only. As a consequence, a user can decide which access is justified for a particular
type of app and if s/he is willing to grant the specified access rights for the
offered service. Similar to PPM, non-essential app features can be skipped to
reduce the amount of required private data. User abstraction ensures that other
types of Smart Things can be added as needed.

Data Abstraction. Data abstraction enables the linking of permissions with both,
data producers and data consumers. However, the focus for both units is on the
type of data that is produced or consumed. This means that an inquiring entity
must indicate which data it requests access to, e. g., location data or health data,
instead of a specific data processing unit such as GPS or a glucometer.

Data Sink Abstraction. Every data consumer is linked to multiple data sinks
such as apps or services, data stores or other Smart Things. That is, the user
can set policy rules on how data can be preprocessed for an app. For example,
s/he could allow an app to use a service that stores health data for long-term
monitoring of a particular health condition.

Data Source Abstraction. Each data producer is associated with a certain type
of information. Information is any aspect that can be derived from raw data.
This means that it can be the raw data itself (e. g., a single blood glucose level
metering) or any other type of higher order data obtained by combining several
sources (e. g., a health record with data from different meters). Different data
sources can be specified for each data type in the ACCESSORS model. A data
source does not necessarily have to be a sensor, but apps, data storages, and Smart
Things are also qualified as data sources. In this way, complex relationships can be
modeled (e. g., the information “activity” can be derived either by a combination
of data from an accelerometer and a position sensor or directly by readings from
a fitness tracker). By data sink abstraction and data sources abstraction, the
policy rules remain completely detached from a specific technology. The rules are
automatically adapted to the available data sources and sinks accordingly.

Context Abstraction. An activation context can optionally be assigned to each
policy rule. This context describes the conditions under which a rule must be
enforced by a privacy system. In accordance with Dey [17], we describe the context
as a spatio-temporal condition (e. g., a certain rule should only be applied during
working hours) or as a higher order situation (e. g., a certain rule only applies in
the case of a medical emergency). Higher order situations can be modeled as a
sequence of values provided by data producers.
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Fig. 6. The Data-Centric Permission Model for the Internet of Things [58].

Constraint Abstraction. Different constraints can be defined for each rule. The
most fundamental constraint is a Boolean constraint to grant or deny access to
certain type of data4. Depending on the type of data, ACCESSORS supports
three additional constraint types. Integer conditions can be used to define an
upper or lower limit. For example, maximum accuracy for a particular type
of data, such as location data, can be specified in this way. An enumeration
constraint defines several valid setting options. For example, for medical records,
there may be settings that only allow access to domain-specific data records such
as pulmonary data or cardiac data. Finally, string constraints allows to enter
textual conditions. For example, a user can specify a MAC address of a Thing
with which s/he wants to share his or her data. This ensures that the health data
is only sent to the specified destination address.

Figure 6 shows the detailed ACCESSORS model with all components of
the Rule Core and the six abstraction layers. Overall, ACCESSORS supports
data-centric policy rules, since the focus of the permissions is on data types
instead of actual data processing units. Since data producers provide higher order
information, which can be composed of data from several sources, ACCESSORS
is able to model relationships between different types of data and sources. Since
the policy rules only link access purposes, access permissions, constraints, and
contexts, they are independent of specific inquiring entities or data producers /
data consumers. This means that ACCESSORS has two types of extensibility
due to its abstraction layers. On the one hand it can be extended (e. g., by
adding new Things) and on the other hand it can be advanced (e. g., by adding
new relationships between data sources when new methods to derive a certain
kind of information from raw data are discovered). Policy rules modeled with
ACCESSORS are highly fine-grained. On the one hand, the multi-value constraints

4 If the access permission is denied, the particular code fragment is skipped in the app.
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enable highly precise fine-tuning of permission rights. On the other hand, since
the permissions are bound to a certain access purpose and do not have to be
granted to an app in total, the user can tailor the privacy policy precisely to his
or her needs. Each policy rule can be enriched by an activation context. This
context is generic, as it can be composed of all currently available data sources.

A comparison of the PPM (see Fig. 4) with ACCESSORS (see Fig. 6) shows
that the two models have several common components. The rule core of ACCES-
SORS almost matches the PPM. However, ACCESSORS introduces additional
abstraction layers for users, data, data sinks, data sources, contexts, and con-
straints. Furthermore, ACCESSORS takes a different protection goal into account.
While the PPM is designed for Smartphones and therefore only considers apps as
potential attackers and sensors or system functions as possible targets (labeled
as Resources), ACCESSORS is outright designed for the IoT. For this reason,
not only the potential attackers are interpreted in the broader sense (inquiring
entities such as apps, Smart Things, or users), but also concerning the protected
targets, ACCESSORS has a different focus. The targets are tailored to the types
of data instead of data sinks or data sources.

Nevertheless, it appears to be obvious to map the policy rules defined in
ACCESSORS to PPM rules due to their great similarities. Moreover, as the PPM
is already applied to an existing privacy systems for the Smartphone Layer, the
PMP, we can use this infrastructure to enforce the ACCESSORS rules as well.
The following section describes how to map ACCESSORS policy rules to PPM
rules. Furthermore, we show how ACCESSORS can also be used in a privacy
system for the Back-End Layer. To this end, we introduce PATRON, a privacy
mechanism for stream processing systems. PATRON focuses at two goals: On
the one hand, it hides private information from unauthorized parties and on the
other hand, it ensures quality of service of the controlled IoT apps. ACCESSORS
is a great support in achieving these goals.

6 Application of ACCESSORS in IoT Privacy Systems

As ACCESSORS is not committed to a certain privacy system, it can be applied
to any given privacy system in order to control access to any kind of private
data. Due to its similarities to the PPM, the usage of the model in a privacy
system for end devices is the most reasonable use case. This case of application
is described in Sect. 6.1 using the example of the PMP.

However, ACCESSORS can also be used to identify the privacy demands of
users. Due to the systematic yet human comprehensible notation of ACCESSORS,
it is also possible to express complex correlations between gathered data and
derivable knowledge in an automated processable way. This enables end-users to
configure privacy systems for the Back-End Layer of IoT apps. This is described
using the example of PATRON in Sect. 6.2.
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6.1 Application of ACCESSORS in the PMP

From a modeling point of view, the fine-grained structure of ACCESSORS
with its highly branched abstraction layers is necessary in order to gain a high
expressiveness of the policy rules. However, from a implementation point of
view, the number of utilized components should be kept low in order to reduce
complexity. On that account, a mapping of the detailed ACCESSORS policy
rules to similar PPM rules, is also recommended.

To that end, it is necessary to convert the access purposes specified by inquiring
entities in ACCESSORS to Service Features. However, a Service Feature also
defines certain permissions which are required in order to execute a particular
code fragment. The focus on a broader range of possible attackers in ACCESSORS
is not contradictory to the Service Features and a one-to-one mapping is possible
without any further ado.

That is why the transition of data-centric targets modeled in ACCESSORS
into PPM Resources poses the biggest problem for the mapping. In particular this
implies that all Resources have to be replaced by new data-centric components.
Nevertheless, ACCESSORS can be applied to the PMP, due to its modular
architecture. In the PMP, each Resource Group is implemented as an indepen-
dent functional unit which can be installed individually. Moreover, additional
Resources can be added to a Resource Group at any point of time [51]. Therefore,
existing Resources can be replaced by new data-centric ones in order to apply
ACCESSORS to the PMP.

Figure 7 depicts the model of a Resource Group for Smart Watches. The
Resource Group defines a common interface for all of its Resources. An arbitrary
Resource, which provides the required functionality, can be plugged into the the
Resource Group at runtime. That is, the Resources are concrete implementation
artifacts of the interface for a given hardware (e. g., an Apple Watch or a Moto
360). The Resource Group also defines feasible Privacy Settings, i. e., how the
user is able to restrict access to a particular Resource.

Figure 8 illustrates how this model has to be adapted in order to make
the PMP compatible to ACCESSORS privacy rules. In the first instance, the
hardware- or service-based focus of the Resource Groups has to be shifted to a
data-centric one. The Resource Group given in the example deals with any kind
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of health-related data. This data can be provided by legit health devices such as
a glucometer or by novel Things such as a Smart Watch. Moreover, this Resource
Group also deals with data consumers of health data such as analytics libraries.
In order to be able to plug in all of these data processing units, the Resource
Group’s interface has to be broadened accordingly.

The PPM Resource Groups provide only a single plug for one Resource
at a time. To support derivation transparency, i. e., to be able to model data
which is assembled from various sources, the ACCESSORS Resource Groups
need multiple plugs. For instance, it is possible to deduce the blood sugar level
considerably accurate by monitoring the activities of a user and his or her eating
behavior [69]. So, the Resource Group for health data has to be able to plug in a
Resource capturing physical activities and a Resource gathering nutrition data,
simultaneously. Furthermore, each Resource can be associated with multiple
Resource Groups, e. g., a Smart Watch providing both, location and health data
belongs to a location Resource Group as well as a health data Resource Group.
The Privacy Settings for the new data-centric Resource Groups are carried over
from the PPM’s Resources that are pooled in the respective Resource Group.

That way, ACCESSORS can be mapped to the PPM. PPM rules are exe-
cutable on the PMP and similar privacy systems. As the PMP runs on Android
and Android is becoming increasingly pertinent to the IoT, such an implementa-
tion constitutes a serviceable privacy system for the IoT.

6.2 Application of ACCESSORS in PATRON

While the PMP provides access control to private data on Things such as
Smartphones, the PATRON research project5 adopts a different approach. As
stream processing systems have proven to be a powerful means to process sensor
information [13], they are of major importance for large-scale IoT apps for data
processing in the Back-End Layer. For instance, the stream processing system
of an IoT Smart Health app could process the users’ heart rate, blood pressure,
and GPS position to calculate their fitness levels or discover health problems.
While many users want to benefit from such apps (e. g., to share their fitness data
5 see http://patronresearch.de
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with their health insurance in order to get a bonus), most users are afraid of the
knowledge, which can be gained in addition (e. g., if a disease is discovered and
the insurance fee rises). That is, users are not afraid of the data that is processed
by an IoT app, but they want to conceal complex patterns (e. g., the disease in
the example given above) within the data.

The blocking of certain attributes is therefore far too restrictive, as this also
prevents the recognition of non-critical patterns (e. g., the fitness level). So, the
user defines private patterns, i. e., patterns that have to be concealed, and public
patterns, i. e., patterns that can be used in an IoT app, in PATRON. For the
concealing of patterns, several techniques are available. PATRON selects the
concealing technique which has the least negative impact on the quality of service.

Figure 9 shows the basic architecture of PATRON. In addition to the four
layers of an IoT app (Sensor Layer, Smartphone Layer, Back-End Layer, and
Presentation Layer), PATRON introduces two novel layers: the Configuration
and Verification Layer and the Access Control Layer.

Configuration and Verification Layer. The Configuration and Verification Layer
enables users to specify their requirements concerning privacy. This specification
is made in natural language in order to also enable users who are not IT experts
to express their requirements. For instance, a user might define the requirement
“My insurance company must not be able to detect my unhealthy lifestyle based
on the provided data.”. Moreover, s/he can also express requirements towards
the provided service of an IoT app such as “The insurance company has to be
able to detect my fitness level.”. It is obvious that users define these requirements,
similar to ACCESSORS, based on a certain kind of data instead of sensors which
provide this kind of data.

These requirements are transferred by domain experts into public and private
patterns—the set of all these patterns is the configuration of PATRON. The
assistance of domain experts is essential in this step, because their knowledge
about applied analysis techniques and derivable knowledge is required. For
instance, only medical experts know, which data sequence indicates a certain
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health problem. However, a physical attendance of the domain experts in the
configuration process is not mandatory. Rather, it is sufficient if their knowledge
is available in machine-processable form. Moreover, this accumulated knowledge
base has to be expandable, as additional knowledge can be derived from existing
data due to the introduction of novel sensors or new analysis techniques.

Besides the configuration of PATRON, the created patterns are also verified
in this layer. To this end, all data which is forwarded from the Back-End Layer
to the Presentation Layer (e. g., to an insurance company) is analyzed in the
Configuration and Verification Layer. This enables to determine whether private
patterns have been disclosed due to a misconfiguration or public patterns have
been unnecessarily concealed. If this is the case, both, the patterns as well as the
domain knowledge base can be adjusted correspondingly. Thus, the user has a
confirmation that all of the privacy requirements are considered by PATRON.

Access Control Layer. The actual concealing is done in PATRON’s Access Control
Layer. The Access Control Layer encapsulate the Back-End-Layer completely,
i. e., all incoming data can be analyzed by PATRON before it is shared with the
IoT app’s back-end and any results of the data operators within this layer can
be restrained by PATRON. Various techniques are available for this purpose.

For instance, if the private pattern “eat sweets” (A) followed by “check blood
sugar level” (B) followed by “inject insulin” (C) has to be concealed, PATRON
could suppress, obfuscate, or reorder parts of the data. For example, this would
have the following effect on the input stream A → B → C → D: Suppression
could simply drop any of the initial three events (A, B, or C), e. g., B resulting in
the input stream A → C → D. Obfuscation modifies an event so that it seems to
be a different event, e. g., event A could be disguised as event A′ (“eat vegetables”).
This leads to the input stream A′ → B → C → D. Finally, reordering could
arrange event D at an earlier stage, e. g., between event A and B. This would
also prevent the private pattern A → B → C, as the resulting input stream looks
A → D → B → C. For more information on the Access Control Layer, please
refer to the respective literature [54, 55].

Privacy Requirements Elicitation via ACCESSORS. Even though there is system
theoretical tool support for the semi-automatical translation of privacy require-
ments into public and private patterns, the elicitation of these requirements is
highly complex [38]. As users should be able to formulate their requirements
in natural language, these requirements have to be brought into a formalized,
structured form before they can be processed.

The ACCESSORS basic model (see Fig. 5) can be used for this purpose.
Guided by the three abstraction classes User Abstraction, Data Abstraction,
and Context Abstraction, the user can define who (User Abstraction) should be
able to access which patterns (Data Abstraction) in which situation (Context
Abstraction). The Constraint Abstraction can be used to define whether it is a
public or a private pattern. Moreover, the user can express the weight of each
pattern, i. e., how important the respective pattern is for him or her. These weights
are then considered by PATRON when selecting the concealing techniques.
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Table 1. Comparison of Current Permission Models [based on 58].

Approach
Data- Derivation

Extendable
Fine- Context-

Centric Transparency Grained Sensitive

DEFCON ✓ ✗ ✗ ✗ ✗

ACStream ✓ ✗ ✗ ✗ ✓

Android ✗ ✗ (✓) ✗ ✗

Selective
✗ ✗ ✗ ✗ ✗

Permissions

CRêPE ✗ ✗ ✗ ✗ ✓

Apex ✗ ✗ ✗ (✓) (✓)

YAASE ✗ ✗ (✓) ✓ ✗

Sorbet ✗ ✗ ✓ (✓) (✓)

Retro-
✗ (✓) ✓ (✓) (✓)

Skeleton

Constroid ✓ ✗ ✗ (✓) ✓

AppGuard ✗ (✓) ✓ ✓ (✓)

AFP ✗ ✗ ✓ ✓ ✓

DroidForce ✓ ✗ ✗ ✓ ✓

PMP ✗ ✓ ✓ ✓ ✓

ACCESSORS ✓ ✓ ✓ ✓ ✓

Yet, ACCESSORS fulfills in PATRON another substantial purpose. The Data
Source Abstraction and Data Sink Abstraction can be used to model PATRON’s
domain knowledge base. Using these two modules, domain experts are able to
specify which data (sources) can be used to derive certain information and how
data sinks process data in a specific domain. The domain experts can create
ACCESSORS rule fragments in which this expertise is made available. These
fragments are then provided to users via the Data Abstraction. From the resulting
ACCESSORS rules, the public and private patterns can be derived.

7 Discussion

ACCESSORS is fully data-centered, as all its protected entities (data producers
as well as data consumers) are connected to a specific type of data (e. g., health
data). Apps request access to this data without having to specify which sensor or
system function provides this data. ACCESSORS thus also enables derivation

transparency. Each protected data object can be provided by different sources.
In addition, multiple sources can be combined to derive a specific type of data (e. g.,



Elicitation of Privacy Requirements for the Internet of Things 59

the activity of a user can be derived from an accelerometer in combination with
a position sensor). ACCESSORS makes it possible to model a single data source
as producer of a variety of types of data. For instance, an Apple Watch provides
both, location data and health data. The ACCESSORS model is extendable.
On the one hand, additional data sources and sinks can be added at runtime
to react to upcoming hardware. For example, the Apple Watch can measure
blood sugar levels after a glucometer upgrade. On the other hand, ACCESSORS
supports different types of entities. An app, a Smart Thing, or a user can all be
specified as an inquiring entity. In this way, ACCESSORS is not limited to a fixed
entity type. In the IoT context, where novel Things are released frequently, such
an extensibility is indispensable. Furthermore, ACCESSORS is fine-grained

and context-sensitive. This means that both, multi-valued constraints and
spatial-temporal or situational conditions can be added to a policy rule.

Table 1 compares ACCESSORS with the permission models applied in the
analyzed related work (see Sect. 4). In particular, the five key requirements
towards a permission model for the IoT (see Sect. 3) are taken into account, which
are [R1] data-centric policy rules, [R2] derivation transparency, [R3] extendable
permission model, [R4] fine-grained policy rules, and [R5] context-sensitive
policy rules. Due to the comprehensive abstraction approach covering users, data,
data sinks, data sources, contexts, and constraints ACCESSORS is able to meet
all requirements towards a permission model for the IoT.

8 Conclusion and Future Work

With the rise of the IoT, there constantly arise novel application fields for this
technology. The IoT can improve the quality of life and living (Smart Homes),
facilitate the treatment of chronic diseases (Smart Health), and make road traffic
safer and more comfortable (Smart Cars), just to name a few of such application
fields. For this purpose, however, a great amount of private data about the user
has to be collected. Therefore, such applications not only improve the quality of
life, but also pose a threat towards privacy. Thus, users need powerful, yet easy
to manage mechanisms to control the access to their data.

In this paper we examine whether the currently existing privacy systems for
Things are also suitable for the IoT. Since the analysis of these systems shows
that the permission models applied by them do not meet all the requirements
towards a privacy system for the IoT—namely, data-centric policy rules, deriva-
tion transparency, extendable permission model, fine-grained policy rules, and
context-sensitive policy rules—we come up with a novel permission model called
ACCESSORS. We show that this model not only meets all requirements towards
a permission model for the IoT, but that it can also be easily integrated into
existing privacy systems for the IoT. We illustrate this exemplarily for the PMP,
a privacy system for the Smartphone Layer, and for PATRON, aprivacy systems
for the Back-End Layer.

As shown in Sect. 6, ACCESSORS can be used in both, privacy systems
for the Smartphone Layer and privacy systems for the Back-End Layer. The
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aim of future work therefore is to combine these two types of privacy system
via ACCESSORS. Since both types can be configured by using ACCESSORS,
users would be able to make their privacy requirements elicitation once and then
transfer it to all of their Things as well as the back-end. Synergy effects can be
achieved by this combination. On the one hand, particularly confidential data
can be blocked at an early stage in the Smartphone Layer which increases data
security, as this data thereby never leaves the user’s Thing. On the other hand,
a pattern-based privacy solution in the back-end enables the highest possible
quality of service, since certain attributes are not systematically filtered out.
Instead, only complex sequences of attributes declared as private patterns are
concealed, while public attribute sequences remain unaffected.

Alpers et al. [3] describe an approach how privacy rules can be defined and
managed at a central site once and then transferred and applied to any end
device of a user. Future work will have to consider how this approach can be
applied to ACCESSORS. In addition, it has to be assessed to what extent the
approach can be extended so that it can also be embedded in the Configuration
and Verification Layer of PATRON.
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