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Abstract. The Internet of Things (IoT) encompasses a variety of tech-
nologies that enable the formation of adaptive and �exible networks from
heterogeneous devices. Along with the rising number of applications, the
amount of devices within IoT ecosystems is constantly increasing. In
order to cope with this inherent complexity and to enable e�cient ad-
ministration and orchestration of devices, IoT platforms have emerged in
recent years. While many IoT platforms empower users to de�ne applica-
tion logic for use cases and execute it within an ecosystem, they typically
rely on static device references, leading to huge manual maintenance ef-
forts and low robustness. In this paper, we present an approach that
allows IoT platforms to autonomously and reliably execute pre-de�ned
use cases by automatically discovering and selecting the most suitable
devices. It establishes loose coupling and hence does not impose major
technical constraints on the ecosystems in which it is operated.

Keywords: Internet of things · IoT platforms · Device discovery

1 Introduction

In the world of tomorrow, digital ecosystems will be able to autonomously create
synergies between so-called smart devices and let them jointly perform tasks for
the bene�t of the people in their environment. This way, a smart home may
autonomously detect the presence of an internet-enabled heating system and
a smart phone and use them to control the room temperature depending on
the current location of its owner. Turning such scenarios into reality is one of
the visions of the Internet of Things (IoT) [51]. It encompasses various tech-
nologies that enable the interconnection of virtual or physical internet-enabled
devices ("things") and to constitute advanced services from them [24]. These
devices typically comprise di�erent capabilities and interfaces and are equipped
with sensors and/or actuators, providing them the ability to perceive their en-
vironment and to interact with it [20]. Typical examples of IoT devices include
micro-controllers, smart phones and other objects of the everyday life, as long
as they possess basic computing and communication capabilities [35] that allow
them to exchange data within a shared IP network.

Along with the rapidly growing number of world-wide available IoT de-
vices [50] and their increasing a�ordability, also the individual IoT ecosystems
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Fig. 1. Exemplary IoT ecoystem with integrated IoT platform and two devices.

become more and more complex: They can now comprise several thousands of
heterogeneous devices [44], reaching from low-end micro-controllers to powerful
backend services in the cloud. The high dynamics of IoT ecosystems, to which
new devices may be added and from which existing devices may be removed at
runtime, impose further challenges [11]. In order to cope with the resulting com-
plexity, so-called IoT platforms [22] have emerged in recent years, o�ering tools
for the administration and orchestration of IoT devices. As depicted in Fig. 1,
they may also provide means for the de�nition of application logic, enabling the
implementation of custom use cases within an ecosystem. However, these IoT
platforms typically require their users1 a) to manually select suitable devices for
realizing the desired use cases and b) to register them at the IoT platform using
IP addresses or other static references. This leads to huge maintenance e�orts,
since the employed devices may become less preferable or even unavailable during
runtime and hence demand human intervention for recon�guring and adjusting
the IoT platform accordingly.

To address this shortcoming and progress towards the previously described
vision of self-controlled and autonomously operating IoT ecosystems, dynamic
approaches for the automatic discovery of devices can be employed [11]. De-
vice and service discovery are broad and well-established �elds in literature,
suggesting hundreds of di�erent methods for the discovery of resources within
networks [41]. However, they typically exploit very particular protocols and for-
mats and hence can only be applied to ecosystems that support exactly these
technologies. Due the high heterogeneity of the IoT and its devices, IoT plat-
forms implementing such specialised approaches become severely limited in their
scope of application and thus more di�cult to integrate into existing ecosystems.
This contradicts common design goals of IoT platforms, which are typically not

1 For the scope of this paper, we di�erentiate between a) non-expert users, who want
to implement their use cases within IoT ecosystems by leveraging an IoT platform
and b) administrators, who are responsible for maintaining the technical setup.
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tailored towards individual ecosystems, but rather intend to represent universal
solutions for a broad variety of application scenarios [8].

To overcome these issues, we propose a) a method allowing IoT platforms to
autonomously and reliably execute pre-de�ned use cases within IoT ecosystems
by automatically discovering and selecting the most suitable devices and b) a sup-
porting architecture, which introduces an additional abstraction layer between
the IoT platform and the ecosystem. As a result, loose coupling is achieved,
which avoids that the IoT platform imposes major technological constraints on
the ecosystems in which it is operated.

2 Related work and literature review

We conducted a comprehensive literature research in which we investigated many
papers proposing various approaches for discovery within IoT ecosystems.

2.1 Method

Most relevant work in literature is available under the keyword IoT discovery.
We searched for papers by using the online search engines of Google Scholar,
The Collection of Computer Science Bibliographies, ACM Digital Library, IEEE
Xplore Digital Library and dblp and re�ned our queries by adding the terms de-
vice, sensor, platform, selection, query, directory and ranking both individually
and in various combinations. In addition, the references of the publications were
followed up recursively. We selected the papers on the basis of a) their assumed
relation to our work, b) their recency, c) their reputation within the scienti�c
community, but d) also in a manner to cover a broad thematic and technological
spectrum to do justice to the variety of concepts in this �eld. Publications that
are not directly related to the IoT or do not address local, self-contained IoT
ecosystems, are out of the scope of our work due the di�erent problem dimen-
sions and were thus only marginally considered. The same applies to proposals
that are fundamentally unsuited for integration in cloud-operated IoT platforms,
including solutions speci�cally designed for proximity-based technologies.

2.2 Literature overview

Table 1 provides an detailed overview about the di�erent reviewed discovery ap-
proaches and their characteristics that we were able to identify. These concepts
can generally be divided into three overlapping categories, comprising a) pro-
posals based on the paradigm of Service-oriented computing (SoC) [37], which
pursue to apply holistic concepts, technologies and standards of Service-oriented
Architecture (SoA) [30] to the IoT, b) suggestions for centralized solutions, in
which one or multiple central repositories are used to store and query formal de-
scriptions of devices and c) decentralized approaches, where the IoT devices di-
rectly communicate with each other in order to accomplish discovery, comparable
to searches in graph data structures. Accordingly, the second column of Table 1
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states if and how many central repositories are used within the approaches, while
the third and fourth column indicate whether the devices decentrally interact
with each other and whether they are based on SoA, respectively.

Some of the suggested solutions are able to discover new IoT devices joining
the ecosystem automatically, while others require administrators to manually
deposit device descriptions in corresponding repositories. Still others combine
both approaches into one system. Therefore, the sixth column of Table 1 lists
the entity which is responsible for initiating the �rst contact when a new device
joins the ecosystem. In most cases, this is the device itself, i.e. it has to actively
declare its presence against other components. The subsequent three columns
indicate whether the approaches support a) keyword-based (free-text) queries
for �nding devices that are suitable for a certain use case, b) criteria-based
queries which allow to specify mandatory capabilities for devices or c) automatic
ranking of the search results according to the relevance of the devices to the
query. As pointed out by Gomes et al. [19], the supported types of queries can
be further classi�ed as either synchronous or asynchronous. While synchronous
queries are processed immediately by the discovery service and answered with a
list of device descriptions matching the query, asynchronous requests allow other
components to register subscriptions at the discovery service and be noti�ed as
soon as a change occurs in the result set of the issued query. Thus, asynchronous
requests are particularly useful for IoT ecosystems that need to adapt themselves
to changes at runtime, such as when a new device is added to the ecosystem or
when an existing device is removed from it. In Table 1, the tenth column indicates
the support for both types of queries. Finally, the last two columns provide
information about a) the technology stacks on which the proposed solutions
rely for the discovery of devices and the processing of queries, as well as b) the
description languages that are used for formally modelling the IoT devices.

Two of the approaches listed in Table 1 are particularly related to our work:
Papp et al. [38] propose a protocol which pursues to achieve interoperability
among heterogeneous devices within a common ecosystem. For this purpose,
it provides means for device abstraction and establishes an overlay on top of
the Message Queuing Telemetry Transport (MQTT) protocol, which enforces a
prescribed interaction model and, among other features, a�ords access to device
capabilities. According to the protocol, the network and its devices have to follow
a star topology with a so-called IoT hub in the center. Since this hub acts as
a central controller and may implement application logic for the ecosystem, it
can be considered as a kind of IoT platform. The concept includes a mechanism
for the automatic detection of new devices joining the network based on Simple
Service Discovery Protocol (SSDP), as well as a HTTP interface for manual
registration. However, since the protocol relies on MQTT and prescribes a certain
topic structure as well as message orders and formats, it can only be used with
devices that actively support the particular protocol. As a result, IoT platforms
that solely rely on this or another discovery approach from Table 1 inevitably
dictate their communication technologies to the entire ecosystem, which renders
them unusable for all other scenarios that are based on di�erent technology
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stacks. In our work, we propose an abstraction layer between the IoT platform
and the ecosystem in order to overcome this issue.

Gomes et al. [18] suggest a centralized approach for a discovery service that
involves multiple federated repositories. By using a web interface, administrators
are able to insert semantic descriptions of devices into the available repositories
and then register the latter at the service. Subsequently, applications may use
to service to retrieve descriptions of devices showing certain characteristics by
issuing criteria-based queries. To process such a query, the discovery service cre-
ates a corresponding request and forwards it to the endpoints of all registered
repositories. Upon completion, the service consolidates their responses into a
common result set, which is then returned to the application. Both synchronous
and asynchronous queries are supported. Due to its centralized architecture with
federated repositories, the proposed discovery service is suitable for integration
into IoT platforms. Furthermore, the asynchronous queries allow the IoT plat-
form to be noti�ed when previously used devices become unavailable or when
new, potentially more suitable devices, join the ecosystem. However, there are
still shortcomings: a) The discovery service does not evaluate and rank the search
results obtained from the di�erent repositories and instead returns an unsorted
result set, from which suitable devices must be selected manually, b) the end-
points of all repositories need to be manually registered at the discovery service,
leading to additional maintenance e�orts, c) administrators are required to man-
ually manage the device descriptions within the repositories, as these basically
act as databases, d) as no concepts for the handling of duplicates in search
results are mentioned, it has to be assumed that redundant storage of device
descriptions in multiple repositories is not allowed, which possibly leads to a loss
of information in case of failures and e) working with semantic descriptions of
devices may overwhelm users of IoT platforms who often lack su�cient technical
expertise [8]. We adapt some of the concepts of Gomes et al. for the scope of
IoT platforms and enhance them in order to overcome the mentioned issues and
enable the autonomous execution of use cases within IoT ecosystems.

Achieving interoperability between di�erent IoT resources is also a key ob-
jective of the Web of Things (WoT) [29], which pursues to transfer concepts
of the web to the IoT. With WoT Discovery [6], it includes a �exible discov-
ery approach, in which directories or the devices itself provide so-called Thing
Descriptions in response to synchronous or asynchronous queries. However, the
speci�cation is currently still in draft state and thus subject to frequent changes.
Despite this, some of the underlying web technologies may not be available or
unreliable in certain scenarios due to resource restrictions, while concepts for
failure-tolerant storage of device descriptions are not available yet. Furthermore,
it is left open which entities are responsible for inserting device descriptions into
the directories, as well as how based on the descriptions the most suitable devices
can be selected for the use cases at hand. We address these open aspects for the
scope of IoT platforms by proposing a corresponding architecture and method.

In prior work [36, 15], we investigated the modeling of complex context infor-
mation that was managed in a world-wide scalable infrastructure through hier-
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archical registers and extensible ontologies. In contrast, the concepts proposed in
this paper provide a lightweight approach with reduced expressiveness to cater
the speci�c requirements of IoT platforms and resource-limited ecosystems.

Table 1. Overview about the reviewed literature, sorted by year of publication.
CR: Reliance on central repositories; D: Decentralized discovery between devices pos-
sible; S: Exploitation of SOA-related concepts and technologies; M: Usage of semantic
technologies; IN: Entity initiating �rst contact; K: Support for keyword-based queries;
C: Support for criteria-based queries; R: Ranking of query results; Q: Query type, either
synchronous (s), asynchronous (as) or both (b)

CR D S M IN K C R Q Technologies Device Description

[42] single ✗ ✗ ✓ unspec. ✓ ✗ ✗ s REST SensorML

[52] single ✗ ✓ ✗ device ✗ ✓ ✓ s SOA stack WSDL, QoS readings

[2] single ✗ ✗ ✗ device ✗ ✗ ✗ - CoAP, CoRE-RD comm. behaviour

[17] federated ✗ ✗ ✓ device ✓ ✓ ✗ s DNS-SD DNS names, TXT-RRs

[32] per ecosys. ✓ ✗ ✗ device ✗ ✓ ✗ s CoAP, CoRE-RD, P2P (range) attributes

[12] none ✓ ✗ ✗ device/P2P ✗ ✓ ✓ s unstructured P2P QoS attributes

[38] single ✗ ✗ ✗ device or
IoT hub

✗ ✗ ✗ - SSDP/UPNP, HTTP,
MQTT

JSON

[34] single ✗ ✓ ✓ user ✓ ✗ ✓ s REST JSON-LD

[4] per
gateway

✗ ✗ ✗ device ✓ ✗ ✗ s DNS-SD, mDNS,
CoAP, 6LoWPAN

resource records

[6] arbitrary ✓ ✗ ✓ device ✓ ✓ ✗ b DNS-SD, mDNS, CoAP,
server-sent events

WoT Thing Description

[10] Blockchain ✗ ✗ ✓ provider ✗ ✓ ✗ s SPARQL SSN/SOSA extension

[18] federated ✗ ✗ ✓ user ✗ ✓ ✗ b MQTT, SPARQL SSN, SAN, OWL-S

[43] none ✗ ✗ ✗ scanner ✗ ✗ ✗ - network/port scanner open network ports

[40] per sni�er ✓ ✗ ✗ device ✗ ✗ ✗ b MQTT, multicast JSON

[48] none ✓ ✗ ✗ device ✗ ✓ ✗ s unspeci�ed feature list

[13] arbitrary ✓ ✗ ✗ device ✓ ✓ ✗ s CoAP, CoRE-RD, P2P e.g. CoRE Link Format

[39] single ✗ ✗ ✗ device ✗ ✗ ✗ - HTTP proxy XML, JSON

[49] per gatew. ✓ ✗ ✗ device ✓ ✗ ✗ b CoAP, CoRE-RD, P2P CoRE Link Format

[1] federated ✗ ✗ ✗ device ✓ ✗ ✗ s CoAP, CoRE-RD JSON

[14] per router ✓ ✗ ✗ device ✓ ✗ ✗ s ICN, CoAP CoRE Link Format

[27] single ✗ ✓ ✗ device ✗ ✗ ✗ - DPWS, multicast,
MQTT

JSON

[5] single ✗ ✗ ✓ user ✗ ✓ ✗ s SPARQL custom ontology

[26] single ✗ ✗ ✗ device ✓ ✓ ✗ s REST, Bluetooth,
ZigBee, Wi-Fi

JSON

[19] federated ✗ ✗ ✓ user ✗ ✓ ✗ b SPARQL SSN, SAN, OWL-S

[33] single ✗ ✓ ✗ user/MW ✓ ✗ ✓ s SOA middleware XML

[46] single ✗ ✗ ✓ device ? ✓ ? s X-GSN, SPARQL SSN extension

[9] single ✗ ✗ ✗ device ✓ ✗ ✓ s REST, LWM2M, CoAP CoRE Link Format

[31] none ✓ ✗ ✓ n.a. ✓ ✓ ✓ s P2P Skipnet context ontologies

[7] per
gateway

✓ ✗ ✗ device or
gateway

✓ ✗ ✗ s DNS-SD, mDNS, P2P,
CoAP

CoRE Link Format or
JSON-WSP

[28] arbitrary ✓ ✗ ✗ device ✓ ✗ ✗ b DNS-SD, mDNS,
Bonjour

TXT-RR

[21]
[3]

single ✗ ✓ ✗ device or
disc. unit

✓ ✓ ✓ s WS-Discovery, DPWS,
multicast

WSDL

[47] federated ✗ ✗ ✓ device ✓ ✓ ✗ s AtomPub, mDNS Atom Syndic. Format



Enhancing IoT Platforms for Autonomous Device Discovery and Selection 7

2.3 Conclusion and challenges

Based on the literature review, we conclude that our work needs to address the
following core challenges:

Limited resources Devices and networks of IoT ecosystems are often severely
resource-constrained and hence possess only few computing and hardware capa-
bilities, as well as low bandwidth [51]. Accordingly, when designing a discovery
mechanism for IoT platforms, it must be ensured that the additional computional
load for the devices is as low as possible. With respect to the network, the in-
teraction model between the IoT platform and the devices should also minimize
the exchange and size of messages and be robust against connection failures.
Furthermore, it must be taken into consideration that the ecosystem might sup-
port only a small selection of technologies. For instance, many of the approaches
listed in Table 1 rely on UDP multicast, which however may be unavailable in
the underlying networks of certain ecosystems.

Need for fault-tolerance Many of the reviewed approaches are based on a
single central repository (cf. Table 1), in which the formal descriptions of all de-
vices are stored. However, such architectures are often unreliable, as the reposi-
tories represent single point of failures. Furthermore, they typically scale poorly
with an increasing number of devices [16] and become a bottleneck as the sys-
tem grows. For this reason, an architecture with federated repositories is to be
preferred. In addition, it should allow to redundantly store the descriptions of
devices in several repositories at the same time in order to avoid loss of infor-
mation in case of failures of individual repositories.

High dynamics Most IoT ecosystems are highly dynamic, as devices can con-
tinuously join or leave them during runtime. Accordingly, devices that previously
participated in a use case may be modi�ed or become unavailable. In this case,
the discovery component of the IoT platform must be able to detect these kind
of changes and compensate for them, e.g. by transferring the a�ected tasks to
other suitable devices of the ecosystem. In order to enable the e�cient and timely
detection of such events, the discovery mechanism should support asynchronous
requests, as already o�ered by some of the approaches listed in Table 1. In ad-
dition, the high dynamics require that as many tasks as possible are performed
automatically by the IoT platform and without human intervention, so that
huge manual maintenance e�orts are avoided. Thus, in contrast to some of the
proposals in literature, the discovery approach should not necessarily require
administrators to manually write, register and maintain descriptions of devices.

High �exibility IoT platforms are typically not tailored towards individual
IoT systems and domains, but rather represent universal solutions that are sup-
posed to be applicable in as many di�erent contexts and ecosystems as possible.
For this reason, they either employ technology-agnostic concepts or support a
variety of di�erent technologies. In contrast, the literature proposes a vast num-
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ber of discovery approaches, which rely on di�erent technology stacks and also
vary strongly in their individual characteristics [25]. Furthermore, in the areas
of enterprise systems, industry and home automation, numerous other discovery
protocols are available that are individually optimized for their respective do-
mains, but mostly unsuited for constrained IoT environments [40]. Due to the
interoperability issue discussed earlier for the proposal of Papp et al. [38], it does
not su�ce to just integrate a single discovery approach into an IoT platform.
On the other hand, the parallel integration of multiple di�erent discovery ap-
proaches involves unreasonable implementation and maintenance e�orts and still
renders the IoT platform useless for ecosystems relying on other technologies.
For this reason, a more �exible approach is needed that can be easily adapted
to the characteristics and requirements of individual IoT ecosystems.

3 Method for autonomous execution of use cases

In order to enhance IoT platforms for the autonomous execution of pre-de�ned
use cases within IoT ecosystems, we propose the method depicted in Figure 2. It
assumes an ecosystem into which a discovery-enabled IoT platform has already
been integrated. The process can be divided into two main parts: The �rst one is
called User Process and is carried out only once by the users of the IoT platform.
With the beginning of the Discovery Process, the IoT platform then takes over
and autonomously performs various discovery-related tasks.

In step 1 of this method, the users of the IoT platform de�ne use cases that
are supposed to be executed within their ecosystem. Such use cases typically
involve the sensing of the environment, the recognition of situations and the
intended reactions to those. The description �when a �re is detected in the factory
building, the extinguishing system should be activated.� could be considered
as a simple example. While the use cases may be described either formally or
informally at this point, they are always device-independent, meaning that they
do not explicitly specify which devices of the ecosystem are supposed to be used
for their implementation. As depicted in Fig. 2, the designed use cases represent
the resulting artifact of this method step.

Based on the �rst step, the users translate the use cases into corresponding
application logic for the IoT platform in step 2 . As described in Section 1,
IoT platforms typically support the de�nition of application logic either in a
model-based manner or in the form of "if-then" rules. However, in this method,
the application logic remains device-independent and does not refer to speci�c
devices of the IoT ecosystem. Hence, the users do not need to manually register
devices at the IoT platform by providing distinct identi�ers, such as IP addresses,
and link them with the application logic. Instead, they de�ne the application
logic with placeholders, which the IoT platform will automatically replace at
runtime with those devices of the ecosystem that appear to be the most suitable
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Fig. 2. The proposed method for the autonomous execution of use cases in IoT ecosys-
tems by employing automatic device discovery and selection.

ones for realizing the use cases. Ultimately, the speci�ed application logic with
the device placeholders forms the resulting artifact of this step.

While the �rst two steps are performed only once within an iteration of the
method, the following steps are executed for each device placeholder that is part
of the previously speci�ed application logic. In step 3 , the users de�ne criteria
for each placeholder by describing the characteristics a device of the IoT ecosys-
tem must possess to be considered a possible �ll-in. In order to support this in a
modular manner and to allow the reuse of criteria for multiple placeholders, the
users register so-called Device Templates at the IoT platform and attach them
to one or multiple placeholders of the application logic. Device templates can be
considered as blueprints for the devices that are supposed to be discovered by
the IoT platform within the ecosystem and selected as �ll-ins for the placehold-
ers. Each device template consists of a) a set of requirements, which correspond
to search criteria and describe the hardware and software characteristics that a
device must possess in order to become a possible �ll-in for the respective place-
holder, as well as b) a set of evaluation criteria specifying a scheme by which
the devices meeting all requirements are supposed to be evaluated in order to
determine the device that appears to be the most suitable �ll-in. For example,
a device template may prescribe that the devices must necessarily be located
in a speci�c room and must be equipped with a temperature sensor in order to



10 J. Schneider, P. Hirmer

qualify as �ll-in for a certain placeholder. On the other hand, the evaluation cri-
teria of the device template may de�ne that among all the devices ful�lling these
requirements always the device with the highest measurement accuracy should
be selected as substitute for the placeholder. The user-de�ned device template
for each placeholder forms the resulting artifact of this step.

With step 4 , the method transitions to the discovery process. Here, the IoT
platform searches the IoT ecosystem for devices that ful�ll the requirements of
the device templates. While in principle one or multiple of the discovery ap-
proaches discussed in Section 2 could be used for this purpose, we introduce a
loosely-coupled architecture in Section 4 that allows to do this in a more �exible
and technology-agnostic manner. During this procedure, the IoT platform veri-
�es each device template that has been attached to a placeholder and retrieves
the formal descriptions of all devices of the ecosystem that ful�ll the speci�ed
requirements. Since these devices are potentially suitable candidates for �lling in
a speci�c placeholder, they are called candidate devices. If no candidate devices
can be found for a placeholder, it will currently not be possible to implement the
corresponding use case and hence the process terminates at this point. However,
it can be resumed as soon as suitable devices become available (cf. step 7 ). The
descriptions of the candidate devices form the artifact of this step.

In step 5 , the IoT platform assesses the previously retrieved candidate de-
vices for each device template. For this purpose, a score is calculated and as-
signed to the candidate devices by applying the evaluation criteria of the device
template to the device descriptions. The resulting score re�ects how well the
respective device suits as �ll-in for the placeholder in comparison to the other
candidate devices. After all candidate devices for the device template have been
evaluated, they are ranked based on their scores in descending order, such that
the device with the highest score is listed at the top. This ranking can be consid-
ered as a recommendation in terms of which devices should preferably be used
as �ll-in for the placeholder and represents the resulting artifact of this step.

Based on the ranking, the IoT platform in step 6 selects a so-called target
device among the associated candidate devices for each placeholder. Ideally, the
decision is made in favor of the �rst device in the ranking, but the IoT platform
must also ensure that this device is currently available in the IoT ecosystem and
thus can actually be used as a �ll-in. In case the device is unavailable, e.g., due
to a technical issue, the next device in the ranking is selected and checked for
its readiness. The �nally selected target device is the output of this step.

After the start of the discovery process, step 7 becomes active in parallel to
step 4 . It makes use of asynchronous queries as introduced in Section 2, so that
the IoT platform is noti�ed about changes within the ecosystem. This way, the
IoT platform is able to quickly detect a) when a new device that also satis�es
the requirements of a user-de�ned device template joins the ecosystem, b) when
an existing device satisfying the requirements of a device template becomes
unavailable within the ecosystem, or c) when an existing device satisfying the
requirements of a device template is modi�ed, such that its capabilities change.
Each of these three cases might have an impact on the candidate and target
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devices that were previously determined for a device template. For example, it
could turn out that a new device joining the ecosystem receives a higher score
in step 5 than the devices that were formerly evaluated and thus represents
a more suitable �ll-in for the placeholder in the application logic. On the other
side, a device that was selected in step 6 might become unavailable or change its
capabilities over time, such that it does not ful�ll the requirements of its device
template anymore and hence can no longer be considered a candidate device.
In order to cope with these situations, step 7 re-initiates the execution of the
steps 5 and 6 as soon as it is noti�ed about a modi�cation in the ecosystem
that actually a�ects the candidate devices of at least one placeholder. As part
of the invocation of step 5 , a formal description of the observed changes is
passed, such that the set of candidate devices can be updated and the ranking
re-calculated accordingly. As a result, step 7 allows the IoT platform to adapt
to changes within highly dynamic ecosystems at runtime by re-evaluating the
candidate devices and, if necessary, switching the �ll-in devices for placeholders.

4 Architecture supporting discovery for IoT platforms

To accommodate the application of the previously presented method in IoT
ecosystems, we propose the architecture illustrated in Fig. 3. According to it,
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Fig. 3. ER model of the components that are involved in the architecture.

an IoT ecosystem consists of at least three di�erent types of components: a) an
IoT platform, b) an arbitrary number of devices and c) at least one so-called
discovery repository (DR). The device entities in this architecture do not solely
refer to physical IoT devices, but may also encapsulate possibly necessary IoT
gateways [53] for mediating between di�erent networks and communication tech-
nologies. DRs are self-contained software components that collect formal descrip-
tions of the devices within an ecosystem and provide them to the IoT platform
on request via a prescribed interface. Since they serve as an additional abstrac-
tion layer between the IoT platform in a cloud environment and the devices at
the edge, loose coupling can be achieved.
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4.1 Discovery Repositories

Discovery repositories (DRs) are explicitly developed and deployed for an IoT
ecosystem by its administrators. They are similar to the repositories proposed
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about changes
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D
Devices
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Fig. 4. Interactions between an IoT platform and a discovery repository.

by Gomes et al. [18], but more �exible and independent in their design and they
undertake a broader �eld of responsibilities. They basically pursue three tasks:

Collection of device descriptions: The main task of a DR is to search, col-
lect and manage the formal descriptions of the devices that are available within

the IoT ecosystem, as depicted in Fig. 4 A . This includes the storage of new
descriptions when devices join the IoT ecosystem, the deletion of descriptions
when devices leave or become unavailable, and the updating of descriptions in
case device characteristics change over time. The selection of technologies and
approaches that are employed for carrying out this task is however left to the
individual implementation of the DRs. In the simplest case, the administrators
of an IoT ecosystem can manually manage a DR by adding, deleting and updat-
ing the descriptions of their devices as needed. Here, the DR can be considered
a simple database. In more complex systems though, the DRs may implement
one or even multiple of the discovery approaches that are proposed in literature
(cf. Section 2), which then enable the automatic discovery of devices and the col-
lection of their descriptions. Since individual requirements tend to change from
ecosystem to ecosystem, the administrators are encouraged to decide which ap-
proaches they consider most suitable for the DRs in their present scenario. In case
they plan to employ several DRs, these may also implement di�erent techniques.

Retrieval of device descriptions: As shown in Figure 4 B , each DR pro-
vides an interface through which the IoT platform is able to issue search queries
for devices. This interface is prescribed by the IoT platform implementing the
method as introduced in Section 3, such that the DRs can be developed against
this interface. The queries contain the requirements that were previously de-
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�ned by a user at the IoT platform as part of a device template. When a DR
receives such a request, it is expected to search its collected device descriptions
and eventually return a response to the IoT platform (cf. C ) that contains the
set of all device descriptions meeting the given requirements. This way, the IoT
platform can use the DRs in order to obtain information about the devices of
the ecosystem that embody candidate devices for placeholders.

Noti�cation about changes: As part of a search query for devices (cf. B ),
the IoT platform has also the option to register a subscription at the DR, such
that it is asynchronously noti�ed by the DR about changes that a�ect the result
set of the query during runtime. As a result, the DR will inform the subscribed

IoT platform with a message (cf. D ) as soon as it detects that a) a new de-
vice became available in the IoT ecosystem whose description also satis�es the
requirements of the query, b) a device whose description originally satis�ed the
requirements of the query became unavailable in the IoT ecosystem, or that
c) the description of a device that either previously or now satis�es the require-
ments of the query was modi�ed with respect to its capabilities.

Optionally, a DR may also be used to transform already existing descriptions
of devices, e.g. as provided by the device manufacturers, into formats that are
supported by the IoT platform. In this case, the DR additionally acts as a mes-
sage translator [23] that allows the reuse of device descriptions and thus eases
the integration of the IoT platform into existing IoT ecosystems.

The DRs do not necessarily need to be realized as stand-alone applications;
instead, they can also be implemented on top of existing components, such as
IoT gateways [53]. This applies in particular to ecosystems in which the gateways
wrap larger groups of devices and even perform discovery tasks themselves.

In summary, the DRs encapsulate all ecosystem-speci�c aspects and hide
them from the IoT platform, which can then use the DRs through a prescribed
interface. As a result, the DRs become tightly coupled with the ecosystem and
its contained devices, but potentially loosely coupled with the IoT platform.

4.2 Request-reply interactions

In our proposed architecture, publish-subscribe-based messaging [23] via a mes-
sage broker facilitates the communication between the IoT platform and the
DRs. Accordingly, we assume that the DRs subscribe to so-called request topics
at this message broker, under which they expect to receive query messages from
the IoT platform. Similar to the concept of Gomes et al. [18], the administrators
need to register the endpoints of the available DRs at the IoT platform. However,
in our approach, they do this by specifying the request topics instead of network
addresses. As a result, a one-to-many relationship between topic registrations
and DRs is achieved, because an arbitrary number of DRs may be accessible
under the same request topic due to the publish-subscribe paradigm. This is an
important step towards loose coupling. Furthermore, in order to avoid the gen-
eration of individual request messages for each DR, our approach employs the
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scatter gather messaging pattern [23], which allows to broadcast a single request
message to multiple DRs at once and to subsequently collect and combine their
responses. Fig. 5 illustrates how this pattern is applied to search queries: In the
given ecosystem, three DRs are available, of which DR1 and DR2 are subscribed
to the same request topic T1, while DR3 is subscribed to T2. Both request topics
have already been registered at the IoT platform by the administrators. In case
a search query for device descriptions is supposed to be issued against all DRs
according to B in Figure 4, the IoT platform creates a corresponding request
message and publishes it under the request topics T1 and T2 at the message
broker. This way, the request message is broadcasted to all available DRs and
processed by them. It is worth noting that for the delivery of the request message
the IoT platform does not need to know how many DRs are actually subscribed
to each request topic. Next to the requirements of a device template, the request
message also contains a so-called reply topic RT, which was previously generated
by the IoT platform and subscribed by it at the message broker. It serves as a
return address [23] for the DRs. Accordingly, after the individual DRs processed
the request message, they publish their reply messages under this topic, so that
the message broker can deliver them back to the IoT platform. Here, a software
component called aggregator [23] receives the replies and aggregates them into a
common data structure, which can then be further processed in correspondence
with the method steps presented in Section 3. Since all device descriptions are
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allowed to be redundantly available in multiple DRs at the same time and even
in di�erent versions, the aggregator is also responsible for eliminating duplicated
device descriptions from the result set. This is done by a) verifying unique device
identi�ers that are embedded in the device descriptions, such as MAC addresses,
as well as by b) comparing timestamps that are part of the device descriptions
in order to ensure that always the most recent version of a device description is
used among all versions that were received for the pertaining device.

Due to the one-to-many relationship, the IoT platform does not know how
many DRs are currently available in the ecosystem and will send a reply in
response to a request message. Hence, the aggregator must decide in a di�erent
way when a scatter gather interaction can be considered complete. For this
purpose, a completeness condition is applied, which consists of two types of
parameters that are provided by the administrators during the registration of the
request topics (cf. Fig. 5): While the max. replies value speci�es the maximum
number of reply messages that are expected to be received from DRs for a given
request topic, the timeout de�nes the maximum period of time the IoT platform
is supposed to wait for incoming replies. As soon as at least one of both events
occur for all request topics, the completeness condition is ful�lled, indicating
that the IoT platform can start to aggregate and process the received messages.

As a consequence of this approach, loose coupling is achieved, which al-
lows administrators to add new DRs to the ecosystem or remove DRs anytime,
without needing to explicitly update or recon�gure the IoT platform. The only
prerequisite is that the new DRs make use of already registered request topics.

5 Prototype and Discussion

As proof of concept, we integrated the method as presented in Section 3 into
the Multi-purpose Binding and Provisioning Platform (MBP)2 [45], an open
source IoT platform that allows the de�nition of rule-based application log-
ics. For testing purposes, we developed an exemplary DR3 that implements the
tasks as described in Section 4 and is able to communicate with the MBP via
MQTT in accordance with the proposed interaction scheme. The software ar-
chitecture of this DR is depicted in Fig. 6. At its core, it consists of a Spring
Boot application with a REST interface that allows administrators to manu-
ally manage the descriptions of the devices that are available within the IoT
ecosystem. Accordingly, they can add descriptions of devices joining the ecosys-
tem, remove descriptions of leaving devices and update descriptions of modi-
�ed devices. The application does not store the device descriptions itself, but
instead uses an instance of Elasticsearch for this purpose, which treats and in-
dexes the device descriptions as documents. This way, the DR is able to ef-
�ciently process incoming search requests of the IoT platform by translating
them into corresponding queries for Elasticsearch. Furthermore, the DR sup-
ports subscriptions and is thus able to asynchronously notify the IoT platform

2 MBP on GitHub: https://github.com/IPVS-AS/MBP
3 DR on GitHub: https://github.com/IPVS-AS/MBP-DiscoveryRepository
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about changes that a�ect the result sets of preceding search requests. By using
the discovery-enabled MBP and running multiple instances of this DR in parallel,
we were able to practically test and evaluate our concepts.

The proposed method and its underlying architecture can support IoT ecosys-
tems that involve such an IoT platform at improving their availability: Since
the DRs might be able to monitor the devices within the ecosystem and notify
the IoT platform asynchronously about detected changes, the IoT platform can
quickly react to device failures at runtime by re-evaluating the candidate devices
and selecting the next most suitable device for the a�ected placeholder. On the
other hand, the use of multiple, federated, but potentially also di�erently imple-
mented DRs avoids the establishment of single point of failures. Furthermore,
the aggregator component (cf. Fig. 5) is able to deal with duplicates, which
allows the redundant storage of device descriptions within multiple DRs and
hence leads to higher robustness. The federated architecture gives also rise to
scalability, because an increasing number of devices can be countered by the
deployment of additional DRs. The prerequisite for this is that the DRs share
their responsibilities of discovering and monitoring the devices, such that not
all DRs need to assess all available devices. This can be achieved e.g. by the
usage of subnets. Due to the loose coupling, new DRs can be �exibly added to
or removed from the ecosystem without needing to recon�gure the IoT platform,
which eases horizontal scaling. With this approach, almost arbitrary numbers of
devices and DRs can be inserted into an IoT ecosystem, until the IoT platform,
which is a centralized component by nature, becomes a bottleneck itself. The
proposed concepts can also be considered as e�cient in terms of resource con-
sumption, as they a) do not necessarily put additional tasks or load onto the
typically resource-constrained devices, albeit this also depends on the speci�c
implementation of the DRs, b) apply the scatter gather messaging pattern for
the interaction between the IoT platform and the DRs, which can also be used
on top of lightweight messaging protocols such as MQTT and avoids overhead in
the generation of request messages and c) allow the developers of the DRs to se-
lect the most suitable and most e�cient technologies for the discovery of devices
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within their ecosystem, based on the application scenario at hand and by consid-
ering the actually available resources. In contrast to the proposals in literature
(cf. Section 2), the main bene�t of our approach is its �exibility. It allows to
integrate the enhanced IoT platforms into di�erent kinds of IoT ecosystems and
to use them in a wide range of application scenarios. The foundations for this are
provided by the DRs, since they serve as an additional abstraction layer that en-
capsulates and hides all ecosystem-speci�c aspects from the IoT platform. At the
same time, they o�er a prescribed interface through which the IoT platform can
issue criteria-based queries for devices, as well as register subscriptions for asyn-
chronous noti�cations about changes within the ecosystem. This way, the IoT
platform remains technology-agnostic and can co-operate with both manually
managed IoT ecosystems, as well as highly dynamic ones that need to make use
of speci�c, potentially custom-tailored discovery technologies. In addition, the
DRs also support the reuse of already existing device descriptions. Consequently,
such an IoT platform provides high interoperability and can be integrated in var-
ious kinds of IoT ecosystems without having to adapt the IoT platform itself.
On the downside, the additional abstraction layer may cause overhead in terms
of development e�orts, latency and resource consumption. However, this highly
depends on the individual implementations of the DRs.

6 Conclusion

In this paper, we presented a method that allows IoT platforms a) to assist
their users in the speci�cation of device-independent application logic for use
cases by employing placeholders, b) to let their users de�ne device templates,
which prescribe requirements and evaluation criteria for devices that should be
selected as �ll-ins for the placeholders, c) to autonomously discover and search
for devices within an IoT ecosystem that ful�ll the user-de�ned requirements
and thus constitute candidate devices for the placeholders, d) to score and rank
candidate devices with respect to the user-de�ned evaluation criteria, e) to select
the most suitable candidate devices as �ll-ins for the placeholders and f) to detect
changes in highly dynamic IoT ecosystems at runtime and to cope with them
by re-evaluating the candidate devices of the a�ected placeholders. To ease the
application of this method, we also introduced a supporting architecture for
IoT ecosystems. It comprises so-called discovery repositories, which are tailored
towards the speci�c needs of the application scenario at hand and serve as an
additional abstraction layer between the IoT platform and the ecosystem to
establish loose coupling. As a result, IoT platforms implementing our method
can remain technology-agnostic and thus be applied to a wide range of di�erent
scenarios without needing to adapt the IoT platform itself. Furthermore, also the
availability and scalability of the encompassing IoT systems can be improved.

In future work, we pursue to conduct tests in larger IoT ecosystems in order
to empirically verify our assumptions. Moreover, we plan to consider options for
the automatic selection of suitable criteria for device templates as well as for
including availability predictions into the evaluation of candidate devices.
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